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Cuvant inainte

Lansata in ianuarie 2025 de echipa Smart-EDU Hub, initiativa All in on Tech (AloT) reprezinta o platforma
digitala dedicata promovarii tehnologiei intr-o maniera accesibila si riguroasa din punct de vedere stiintific.
Aceasta se adreseaza in principal studentilor (din toate domeniile stiintifice), dar si publicului larg din
Romania, interesat de transformarile aduse de inovatia tehnologica.

AloT este o sinteza intre doi piloni ai progresului digital: Inteligenta Artificiala (Al) si Internet of Things (loT).
Punctul lor de intersectie — litera ,,|I” — simbolizeaza atat Inteligenta, cat si Internetul, ilustrand convergenta
acestor doud lumi care modeleaza societatea viitorului.

All in on Tech (AloT) functioneaza ca o fereastra catre ecosistemul tehnologic global, oferind articole de
actualitate, analize de tendinte emergente si perspective relevante asupra impactului tehnologiei asupra
societatii. Revista este publicata exclusiv online si urmareste sa devina o resursa esentiala pentru toti cei
care doresc sa rdmana conectati la frontierele cunoasterii si inovatiei.

%k %k

Volumul 1 din Science News Magazine — All in on Tech (AloT) reuneste articole care sustin aceeasi teza: Al a
iesit din laborator si a devenit infrastructura a deciziilor, institutiilor si vietii cotidiene, iar aceasta schimbare
trebuie analizata lucid, nu doar admirata.

Volumul porneste de la miza epocii — superinteligenta — unde problema nu mai este doar performanta, ci
alinierea si guvernanta unor sisteme autonome, si o pune in dialog cu directia ,,superinteligentei personale”
(PSI): asistenti puternici, integrati in dispozitivele de zi cu zi si orientati catre nevoile utilizatorului. Sunt
discutate si confirmarile ,oficiale” ale impactului Al, prin Nobelurile care leaga fizica de retelele neuronale
si, respectiv, prin AlphaFold ca salt metodologic cu efecte asupra biologiei si medicinei.

Apoi, accentul se muta spre consecinte sociale: influentarea opiniei publice, riscuri psihologice si
dependenta de chatboti, dar si spre educatie, unde devin esentiale gdndirea critica si evaluarea adaptata
unei lumi cu Al. Finalul deschide ,,urmatorul val”: agenti Al care lucreaza in echipe si perspectiva unei stiinte
accelerate (inclusiv prin initiative de tip ,Misiunea Genesis”). In ansamblu, volumul propune un criteriu
clasic pentru o tehnologie noua: responsabilitate si utilitate publica, intr-o lume in care Al nu doar asista, ci
incepe sa modeleze cunoasterea, munca si alegerile.

Catalin VRABIE



Superinteligenta — una dintre cele mai mari
provocari tehnice ale momentului

20.01.2025

,Cu siguranta vom putea crea entitati complet autonome, cu obiective proprii, si va fi foarte important, mai
ales pe masura ce acestea devin mult mai inteligente decat oamenii, ca obiectivele lor sa fie aliniate cu ale
noastre.” [1] Aceasta declaratie apartine uneia dintre cele mai misterioase figuri din domeniul Inteligentei
Artificiale (Al), llya Sutskever. llya este un informatician reputat, direct implicat in dezvoltarea OpenAl si
ChatGPT, sustinut si apreciat pentru cercetarile sale, printre altii, de Sam Altman, Elon Musk, Jensen Huang
si Geoffrey Hinton.

CEO-ul NVIDIA, Jensen Huang in dialog cu llya Sutskever la GTS 2023

Co-fondator si fost director stiintific la OpenAl (pentru cei care nu stiu, llya fost unul dintre membrii
Consiliului de administratie care au decis demiterea lui Sam Altman din pozitia de CEO, invocand lipsa de
incredere Tn capacitatea acestuia de a continua sa conduca organizatia. A revenit asupra deciziei dar, dupa
reinstituirea lui Altman, si-a dat demisia din OpenAl'), Ilya este constant in centrul atentiei — memele
asociate lui sunt, de fapt, in buna parte, meme ale Al-ului (Feel the AGI este, de pilda, un slogan pe care
obisnuia sa-l tot foloseasca in birourile OpenAl).

17n ceea ce priveste relatia cu Sam Altman, llya declard cd a rdmas bund, desi intreaga experientd a ultimelor luni la OpenAl a fost
,stranie” [3].



Aparitiile sporadice si declaratiile vagi din ultimul timp au trezit curiozitatea multor experti Al, care au
inceput sa (se) intrebe unde este llya si caror obiective i se dedica. Ei bine, stim acum ca in 2024 llya a fost
implicat nu Tn construirea AGl-ului (Artificial General Intelligence?) - un subiect deja prafuit pentru un om
de calibrul sau, ci a ASl-ului (Artificial Super Intelligence), pe care o numeste SSI (Safe Super Intelligence),
,Cea mai importanta problema tehnica a vremurilor noastre” [2] si a pus bazele primului laborator straight-
shot pentru SSI (voi reveni asupra acestei idei).

Bloomberg

Markets v Economics Industries Tech Politics Businessweek Opinion More v

OpenAl: Sam Altman Interview = New Search Features = Executive Exodus | CTO Leaving | 01 Model | Voice Assistant

e llya Sutskever Has a New Plan for
ello World E 5
Safe Superintelligence

OpenAl's co-founder discloses his plans to continue his work at a new research lab
focused on artificial general intelligence.

R/

Sutskever at Tel Aviv University in 2023. Photographer: Jack Guez/AFF/Getty Images

: Ashlee Vance
0 X in e By
19 iunie 2024 at 20:00 EEST

2 Pentru detalii despre ce iTnseamnd asta prin comparatie cu termenul, oarecum classic, de Al, va invit sa parcurgeti paginile
volumului: ,,Al: de la idee la implementare. Traseul sinuos al Inteligentei Artificiale catre maturitate” [13].

7



n vara lui 2024, llya Sutskever declara pentru Bloomberg [3] c& lanseaz&® o companie noud, SSI.INC, unde,
alaturi de o echipa mica, dar extrem de talentata [4] ,,va urmari Safe Superintelligence intr-un mod direct,
cu un singur obiectiv si un singur produs”. Ca multe alte start-up-uri din Silicon Valley, SSI.INC a reusit in
cele doua luni de la infiintare [5] sa atraga un capital urias — nu mai putin de un miliard de dolari, fiind astazi
evaluata neoficial la cinci miliarde USD [5]).

Pe site-ul companiei scrie clar: ,,Superinteligenta este la indemana.” Pentru a oferi putin context, trebuie
spus ca in ultimele luni, multi experti au sugerat ca Al-ul si in special deep learning-ul isi vor incetini
dezvoltarea, urmand sa ajunga cat de curand la o stagnare; Yann LeCun explica acest lucru intr-un interviu
oferit lui Craig Smith de la Eye on Al invocand faptul ca LLMs (Large Language Models) nu reprezinta calea
spre AGI [6]. llya, in schimb, Tnh septembrie 2023 infirma tendinta, declardnd cd iarna Al® nu va avea loc, iar
,AGI si AS| sunt cu siguranta obiective posibil de atins Tn decursul vietii noastre” [7].

De altfel, siguranta lui llya se vede si astazi, in pagina de Internet a companiei nou infiintate, unde cuvantul
,sigur” este folosit frecvent in legatura cu progresul Al. Cu birouri in Palo Alto si Tel Aviv, unde fondatorii
(llya, Daniel Gross si Daniel Levy) au radacini adanci si, dupa propriile declaratii, detin si capacitatea de a
recruta talente tehnice de top®, SSI.INC se bazeaz3 deja pe ingineri si cercetatori de varf. Conducerea sa
este la randu-i de exceptie. Daniel Gross, inginer si investitor, co-fondator al unui motor de cautare Q&A
achizitionat de Apple in 2013, a condus proiecte Al la Apple, investind in startup-uri mari precum Instacart,
Coinbase si GitHub. A fost partener la Y-Combinator si a initiat programul de Al al acestui hub [8, 9]. La
randul sdu, Daniel Levy, doctor al Universitatii Stanford , a lucrat pentru OpenAl, Google Brain si Facebook
si confirma viziunea de leadership a lui llya: (avem nevoie de, n.a.) ,,0 echipa mica, valoroasa in care toti
membrii sunt interesati doar de dezvoltarea SSI” [3].

Echipa, investitorii si modelul de afaceri sunt toate aliniate pentru a permite companiei sa abordeze
simultan siguranta si capacitatile informatice, tratandu-le ca pe probleme tehnice a caror rezolvare este
posibila prin inovatii ingineresti si stiintifice. Scopul declarat al SSI.INC este de a avansa capacitatile
masinilor inteligente cat mai rapid posibil, in conditii de siguranta pentru a-si putea scala activitatea in
liniste [2]. lar fondurile de care dispune 1i garanteaza independenta de presiunile comerciale cu care, de
reguld, noile (mici) companii se confrunta.

Ashley Vance, autorul uneia dintre biografiile Ilui Elon Musk®, I-a intervievat pe llya despre noua sa initiativa
iar acesta si-a exprimat speranta de a-si continua eforturile fara intentia de a concura cu OpenAl, Google
sau Anthropic (si abaterile de la scopul initial ce ar putea aparea odata cu asta) [3]. Compania este in felul ei
cumva unica, deoarece primul sau produs (si singurul) va fi SSI-ul; nu vor exista demonstratii, nici lansari,
nimic, pana cand obiectivul nu va fi atins. Aceastad abordare tine compania departe de presiunile de a lansa
produse sau de a ramane competitiva pe aceasta piata care Th acest moment se afla in plina efervescenta.

Cu privire la aspectul sigurantei, Ilya ramane destul de vag, dar sugereaza ca aceasta va fi realizata prin
inovatii ingineresti integrate n sistem si nu ca pana acum, prin masuri aplicate dupa dezvoltare: ,Prin (Al)
'sigurd’, ne referim la 'sigurantad' precum cea nucleara, nu la 'incredere si siguranta"” a declarat el,
formuland ceea ce pare a fi o critica subtild la adresa OpenAl care pare ca se fundamenteaza intocmai pe o
asemenea abordare [10].

Investitorii Tn SSI.INC par sa sustina proiectul fara a se astepta profituri rapide. Termenul straight-shot SSl,
la care am promis ca ma voi intoarce, reflecta tocmai acest focus — fara castiguri rapide sau lansari

3 Alaturi de Daniel Gross si Daniel Levy.

4 Termen cunoscut in literatura de specialitate ca Al winter — din nou invit cititorii sa parcurga volumul ,Al: de la idee la
implementare. Traseul sinuos al Inteligentei Artificiale catre maturitate” [13] precum si articolul ,Deep Learning. Viitorul
inteligentei artificiale si impactul acesteia asupra dezvoltarii tehnologiei” [12] pentru a intelege mai bine conceptul si contextual in
care este folosit.

5 llya, desi nascut in Rusia, a emigrat la o varsta frageda (cinci ani) in Israel, unde si-a inceput studiile, mutandu-se apoi, la varsta de
saisprezece ani, in Toronto, Canada.

6 Cea din 2015; Exista si o biografie redactata de Walter Isaacson in 2023.
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incrementale. Nu au API’-uri sau modele de abonament si existd un oarecare sentiment de ,, acum ori
niciodata” in abordarea companiei.

Toate acestea se intdmpla Tnsa in conditiile in care nu exista un consens in lumea stiintifica si nici in cea a
dezvoltatorilor cu privire la fezabilitatea superinteligentei si nici chiar vizavi de drumul ce ar trebui parcurs
spre AGI. Multi se Intreaba daca LLMs au capacitatea de a rationa, inova sau generaliza dincolo de datele
lor de antrenament. Totusi, llya pare increzator ca superinteligenta este within reach si unei echipe mici si
dedicate, nu numai unor companii cotate la de trilioane de dolari [11] si care se bucura de lansari frecvente
de produse. El sustine ca Al ar trebui sa reflecte valorile democratiei si libertatii, fundamentale societatilor
dezvoltate, si isi imagineaza un Al cu scop general, un super centru de date care dezvolta autonom
tehnologie.

Cat de realist este obiectivul lui Sutskever de a construi superinteligenta sigura, cu o echipa mica si
finantare limitata ramane sa vedem. Ideea de a nu prezenta produse intermediare si a tinti exclusiv ASI, 1l
face sa para concentrat si serios. Unii |-ar putea considera prea ambitios, dar reputatia de care se bucura
sugereaza ca nu a promis niciodata mai mult decat poate face. Vom vedea curand daca si cum SSILINC va
largi frontierele Al.

7 Application Programming Interface - un set de reguli care permit aplicatiilor software sa comunice si sa schimbe date.

9
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Inteligenta Artificiala si Premiul Nobel in
Fizica (2024)

24.02.2025

Recent (octombrie 2024), Premiul Nobel pentru Fizica a fost acordat lui John Hopfield de la Universitatea
Princeton din Statele Unite si lui Geoffrey Hinton de la Universitatea din Toronto, Canada, pentru
contributiile fundamentale in cercetarea si dezvoltarea retelelor neuronale (NN) - modele de baza ce
alimenteaza sistemele de inteligenta artificiala (Al), machine learning (ML) si toate celelalte tehnologii
asociate [1].

Daca John Hopfield este fara indoiala fizician, Geoffrey Hinton insa este specialist in stiinta calculatoarelor
(altfel spus, informatica) iar acest din urma fapt a provocat ceva agitatie in comunitatile stiintifice de pe
mapamond — absolut inutil, as spune eu.

Prin acordarea Premiului, Comitetul Nobel a facut o declaratie foarte puternica si anume ca tehnologiile
machine learning si inteligenta artificiald in general, datoreaza foarte mult fizicii. De fapt, fizica le-a inspirat,
iar ceea ce numim astazi informatica si Al isi gasesc inceputurile in fizica. M-am lansat in redactarea acestui
articol tocmai pentru a explica putin istoria acestei colaboriéri stiintifice® si a va permite sa reflectati asupra
actualelor granite ale disciplinelor contemporane.

\

NbbelPrize

Ceremonia de decernare a Premiilor Nobel 2024 (sursa: Nobel Prize YouTube Channel)

Nu existd un Premiu Nobel pentru informatica®; totusi in ultimii ani, descoperirile importante din chimie sau
astronomie, au avut la baza algoritmi programati de specialisti informaticieni. in fapt, chiar mesajul oficial
ce anunta cel mai recent Premiu Nobel in Fizica aminteste motivul acordarii for foundational discoveries
and inventions that enable machine learning with artificial neural networks® [1].

Cine sunt laureatii?

8 Recomand cititorilor interesati de mai multe detalii, parcurgerea volumului , Al de la idee la implementare. Traseul sinuos al
Inteligentei Artificiale catre maturitate” in care este prezentata o istorie mai larga a domeniului inteligentei artificiale [5].

9 Existd nsa un echivalent al acestuia—ACM A.M. Turing Award, castigat in 2019 de echipa formata din Yoshua Bengio, Geoffrey
Hinton si Yann LeCun pentru Major Breakthroughs in Artificial Intelligence [12].

10 Descoperiri si inventii fundamentale care permit invatarea automata cu retele neuronale artificiale”.
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John J. Hopfield Geoffrey Hinton

“for foundational discoveries and inventions “for foundational discoveries and inventions
that enable machine learning with artificial that enable machine learning with artificial
neural networks” neural networks”

Sursa: nobelprize.org

John Hopfield este un fizician care, la inceputul carierei sale, a descoperit polaritonii [2]; dar a fost premiat
de Nobel pentru modelul Hopfield. Acesta este un model al memoriei asociative, altfel spus modul in care
se poate defini un sistem ce functioneaza ca o memorie putand recunoaste tipare cunoscute chiar si dintr-o
reprezentare imperfecta a acestora (ca atunci cand reconstruim din amintiri drumul spre hotelul unde
suntem cazati, chiar daca intre timp conditiile meteo s-au schimbat).

Geoffrey Hinton, pe de alta parte, este un specialist Tn neurostiinte si un informatician extrem de influent,
un veritabil pionier al inteligentei artificiale, care a realizat (direct sau indirect) multe dintre primele lucrari
din acest domeniu. Recunoasterea Nobel a venit pentru ,masinile Boltzmann”, modele foarte
asemanatoare cu cele ale lui Hopfield, dar concepute pentru a realiza ceea ce in machine learning se
numeste unsupervised learning — sisteme capabile sa invete din date si apoi sa genereze noi exemple
compatibile cu datele din care au invatat. Elementele de baza sunt aceleasi, ba chiar si numele Boltzmann
sugereaza ca ambele modele folosesc principii fundamentale fizicii [3, 4].

Totusi, au existat numeroase discutii, dezbateri si controverse online despre faptul ca aceasta cercetare ar
apartine (sau nu) cu adevarat fizicii. Unii sustin ca teoria este pur informatica (inspirata de neurostiinte);
dar, daca ne gandim bine, forma cea mai pura a informaticii este adesea de natura matematica, ceea ce o
face sa semene foarte mult cu matematica insasi. Exista insa si informatica aplicata, care se suprapune cu
multe alte domenii. Asadar, este oare relevanta si utila o asemenea dezbatere ori incercarea de ,,a inchide”
teoriile Tn anumite discipline?

n opinia mea, nu. Premiul Nobel in Fizicd din 2024 a fost acordat, in esentd, pentru algoritmi informatici
inspirati din teoriile fizicii. Acestia au condus la noi descoperiri, care la randu-le au generat altele si altele —
pana cand, astazi, la inceputul anului 2025, Generative Al (GenAl) ne ajuta sa cream lumi fantastice stand in
sufragerie, in fata unui telefon smart [5].

Revenind la controversa: este adevarat ca nu a fost descoperitd ,,cea mai cea particula din univers” (aluzie
la scrierile lui Douglas Adams!?) si nici macar ceva similar ei, dar, esenta cercetarii premiata de Comitetul

v v oA

Nobel este, fara indoialg, fizica.

Exista un minunat articol, publicat in martie 2014 de John Hopfield in Annual Review of Condensed Matter
Physics, intitulat Whatever Happened to Solid-State Physics? [6] ce trece prin intreaga istorie a teoriei
Hopfield (si a autorului ei) care merita citit. Rezumand in cateva cuvinte, ceea ce este special la Hopfield
este faptul ca primii sai pasi in domeniul fizicii au fost facuti prin intermediul bateriilor, bobinelor,
construirii de radiouri etc. — elemente simple, dar fundamentale. Intrucatva, cred c3 fizicienii au tendinta de
a reduce lucrurile la cele mai simple componente posibile — fie ca este vorba despre particule fundamentale
ale materiei sau despre ecuatii elegante care descriu diverse fenomene. De multe ori ins3, cele mai
interesante aspecte nu tin doar de particulele in sine, ci de interactiunile dintre ele. Un comportament

11 Fac aici referire la volumul The Hitchhiker’s Guide to the Galaxy al acestui autor, volum pe care il recomand spre citire.
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simplu la nivel de particule, cand este vazut la scara mare (asa cum se intampla intr-o retea neuronala), da
nastere unor comportamente incredibil de fascinante, importante si, mai presus de orice, functionale si
poate, intr-o oarecare masura, replicabile.

Ce este o retea Hopfield?

Ei bine, aici apar cu adevarat legaturile dintre fizica si informatica; pentru o mai buna intelegere voi descrie
pe scurt ceva denumit modelul Ising [7]. Acest model a fost dezvoltat initial pentru a explica magnetismul —
pentru a intelege de ce unele materiale sunt magnetice, iar altele nu. Magnetismul, in esenta, se bazeaza
pe o caracteristica a electronilor, dar cum nu intentionez sa dau mai multe explicatii in aceasta directie (fara
a uita sa invit totusi cititorii curiosi sa investigheze fenomenul pe internet sau in biblioteci) continui
spunand ca aceasta caracteristica se numeste spin (care poate fi orientat in sus sau in jos). Daca
reprezentam acest lucru folosind jetoane colorate cu negru pe o fata si rosu pe cealalta pe care le asezam
pe o masa, putem reduce un sistem incredibil de complex — cu miliarde si miliarde de electroni, la un model
mult mai simplu. La prima vedere, un sistem cu doar doua stari, spin sus sau spin jos (rosu / negru), pare
trivial. Dar cand luam n calcul interactiunile dintre aceste stari, lucrurile Tncep sa devina cu adevarat
interesante.

0000000000000 000000° 0000000000000 000O0COCKOFKS
Un exemplu de aranjare a jetoanelor noastre. In stanga avem un smiley face (starea fundamentala); in dreapta o versiune

distorsionata a lui

Cum se leaga cercetarea pentru care Hopfield a primit Premiul Nobel de modelul Ising si ce legatura este
intre magnetism si retelele neuronale? Ei bine, ceea ce a facut Hopfield a fost sa dezvolte, probabil, cea mai
simpla versiune posibila a unei retele neuronale. El a fost interesat de modul in care o retea neuronalg,
precum cea din creierul nostru, poate functiona — prin contrast de cum functioneaza cele ale computerelor
care se bazeaza pe locatii specifice si pointer-i [8].

Daca un tipar (precum cel din imaginea de mai sus, stanga) ar fi corupt sau distorsionat (asa cum apare in
dreapta), ar putea totusi sa fie recunoscut de model? Hopfield a creat un sistem in care un anumit tipar
este definit ca ,starea fundamentald'?” — acesta fiind ceea ce dorim sa retinem, ceea ce trebuie s3 fie
memorat. El a stabilit valoarea conexiunilor sau interactiunilor dintre neuroni astfel incat acestea sa
corespunda starii fundamentale. Daca alimentam sistemul cu o versiune distorsionata a tiparului original si
ajustam valorile legaturilor dintre neuroni astfel incat energia de care avem nevoie pentru a ajunge la
starea fundamentald s scad3, pastrdm configuratia. Dacd energia creste, o respingem. In cele din urma,
sistemul va evolua spre tiparul original, deoarece acesta a fost cel setat ca fiind starea fundamentals. in
acest fel reteaua se ajusteaza singura pentru a reduce energia si pentru a recupera modelul original.

O intrebare naturala care se ridica este: cate tipare pot fi codificate intr-un model Hopfield? Un rezultat
important in acest domeniu a fost calcularea capacitatii, adica a numarului de tipare pe care un model de o
anumita dimensiune le poate incorpora. Instrumentele matematice necesare pentru a rezolva aceasta

12 | owest energy state asa cum este cunoscut termenul in literatura de specialitate.
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problema au fost dezvoltate de Giorgio Parisi, care a castigat Premiul Nobel pentru Fizica in 2021 [9]. Exista
asadar o conexiune directa foarte clara intre eforturile lui Hopfield si fizicd — aceasta fiind stiinta care a
oferit instrumentele necesare rezolvarii problemei Hopfield.

ntre timp, Geoffrey Hinton a ficut progrese enorme in domeniul inteligentei artificiale ducAnd mai departe
dezvoltarea retelelor neuronale prin crearea ,,masinilor Boltzmann”. Aceste modele, destul de dificil de
utilizat in forma lor initiald, au fost restructurate intr-o varianta mai eficienta numita ,masini Boltzmann
restrictionate”, care seamana tot mai mult cu o retea neuronala artificiala — prin adaugarea de straturi
suplimentare, retelele create evolueaza treptat si devin din ce in ce mai eficiente. Masinile Boltzmann [3]
sunt o extensie a retelelor Hopfield, fiind in esentd, modele generative, similare conceptual cu ceea ce
vedem astazi, cand generam imagini sau text cu ChatGPT. La acea vreme insa, erau generate mostre noi de
imagini foarte simple sau mici seturi noi de date.

Tn justificarea Premiului Nobel se face trimitere la una dintre contributiile majore ale lui Geoffrey Hinton si
anume popularizarea utilizarii algoritmului de backpropagation — un algoritm care permite retelelor
neuronale sa se imbunatateasca in timp, permitand modelului sa isi corecteze greselile pentru a obtine
rezultate mai bune in iteratiile viitoare [10]. Acest algoritm este incredibil de raspandit — practic, fiecare
retea neuronala de astazi foloseste backpropagation. Indiferent daca vorbim despre reinforcement
learning, deep learning sau LLMs*3, in cele din urm3, toate folosesc o forma de backpropagation pentru a-si
ajusta parametrii si a deveni mai performante.

Una dintre cele mai citate lucrari ale lui Hopfield, si anume: Neural Networks and Physical Systems with
Emergent Collective Computational Abilities [11], publicata in ianuarie 1982, face clara inca din titlu,
legatura dintre sistemele fizice, fizica si retele neuronale. Desigur, exista si cateva limitari, dar ideea de a
reprezenta o retea neuronala ca un sistem binar cu interactiuni intre elementele sale a fost preluata si
dezvoltata apoi de Hinton si de multi alti oameni de stiinta. Aceasta baza a dus, in cele din urma, la o
explozie de cercetari si aplicatii, motiv pentru care retelele neuronale artificiale au devenit astazi
omniprezente.

Ar fi nerealist sa presupunem ca am fi avut acelasi numar de descoperiri revolutionare in orice alt domeniu
daca nu ar fi fost sustinute, la un moment dat, de stiinta calculatoarelor. Cercetarea interdisciplinara este
locul in care apar cele mai mari descoperiri. Fie ca vorbim despre chimie (Premiul Nobel pentru Chimie din
2024 a fost acordat dezvoltatorilor AlphaFold, in esenta, o aplicatie deep learning pentru chimie — voi
detalia acest subiect intr-un articol viitor), fizica, neurostiinte sau inteligenta artificiala, cele mai influente
lucrdri sunt cele la intersectia mai multor discipline.

Exista o multime de cercetari in desfasurare la interfata dintre fizica — dar cu siguranta putem spune asta
despre toate ramurile stiintei, si domeniul inteligentei artificiale, imprumutandu-se idei si concepte dintr-un
domeniu in celalalt. Aceasta colaborare este incredibil de intensa si astazi, mai pretioasa ca niciodata.

13 Large Language Models
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AlfaFold si Premiul Nobel in Chimie (2024)

21.03.2025

Daca in articolul precedent am vorbit despre Premiul Nobel in Fizica si legdtura acestei stiinte cu inteligenta artificiala
(Al) [1], acum este momentul sa discut despre Premiul Nobel in Chimie si legatura dintre chimie si Al. Acordat la o zi
dupa Premiul Nobel in Fizica, laureatii Premiului Nobel in Chimie sunt David Baker de la Universitatea Washington din
Seattle, Statele Unite si Demis Hassabis, alaturi de John Jumper ambii de la Google DeepMind, Londra, Marea Britanie.
Fascinant este faptul cd desi acest premiu, la drept vorbind, nu implica foarte multa chimie, el o sustine dintr-o serie
intreaga de motive: intelegerea vietii, tratarea diferitelor boli si multe alte aspecte.

Un progres esential adus de Al (si, as putea spune, chiar revolutionar nu numai pentru chimie, ci si pentru biologie si
stiintele medicale) este capacitatea de a vizualiza rapid structura proteinelor si de a crea proteine noi. Prin dezvoltarea
aplicatiei AlphaFold, laureatii din acest an au facut posibila prezicerea formei proteinelor — molecule biologice
prezente in toate organismele si care sunt codificate de ADN [2], facilitand astfel intelegerea modului in care
functioneaza elementele fundamentale vietii.

David Baker Demis Hassabis John Jumper

“for computational protein design” “for protein structure prediction” “for protein structure prediction”

Sursa: nobelprize.org

Problema intelectuala cunoscuta sub denumirea de Protein Folding Problem [3, 4, 5], supranumita si The Grand
Challenge in Biochemistry**, a fost formulata de laureatul Nobel Christian Anfinsen inca din 1972 si se referd la modul
in care proteinele, alcatuite din sute de lanturi de aminoacizi, se pliaza intr-o structura tridimensionala specifica [6, 7].
Anfinsen a emis celebra sa conjectura conform careia acesta structura ar trebui sa fie teoretic posibil de determinat,
spunand ca o proteina ar lua in mod unic forma care minimizeaza energia libera din sistem. Cu toate acestea, numarul
de configuratii posibile pe care o protein le poate adopta este urias®® [6], depasind chiar numarul estimat al atomilor
din univers — o idee formulatd in 1969 de biologul american Cyrus Levinthal in lucrarea How to Fold Graciously, lucrare
cunoscuta ulterior sub numele de ,,Paradoxul Levinthal” [8].

Astazi, stiinta a avansat semnificativ in intelegerea mecanismelor prin care proteinele isi dobandesc forma specifica,
iar Premiul Nobel a fost acordat pentru doua abordari distincte ale acestei probleme fundamentale [2].

David Baker a utilizat algoritmi deep learning — tehnologii care se bazeaza pe cercetarile facute de Geoffrey Hinton [1].
Ceea ce a facut el a fost sa foloseasca astfel de tehnologii pentru a permite proiectarea unor proteine care sa se plieze
intr-o anumita forma, Tn special pentru lanturi scurte [2].

Echipa de la DeepMind a abordat problema din cealalta directie: data fiind o secventa lunga de aminoacizi, ea si-a
propus sa prezica forma finala in care se va plia proteina. Si aici au fost utilizate tehnologiile deep learning, dar printr-
o abordare computationala diferita. Un element care a contribuit substantial la progresul celor doua echipe a fost
existenta unei competitii intitulate Critical Assessment of Protein Structure Prediction (CASP), finantata si organizata
fncepand cu 1994 de US National Institute of General Medical Sciences (NIH/NIGMS); in cadrul acesteia sunt selectate
aproximativ o suta de proteine ale caror structuri sunt cunoscute prin experimente precise cu raze X sau microscopie

14 Marea provocare a biochimiei.
15 Estimarea este de 103%.
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electronica dar nepublicate inca [2, 9]. Concursul 1i provoaca pe informaticienii sa dezvolte algoritmi de predictie a
acestor structuri pe baza secventei de aminoacizi, urmand apoi sa trimita rezultatele predictiilor spre evaluare (prin
comparare), cel mai bun algoritm fiind declarat castigator.

Daca pe informaticieni 1i intereseaza dezvoltarea aplicatiilor, biochimistii vor sa inteleaga cum se pliaza proteinele —
mai mult decat din ce sunt compuse si ce contin, deoarece, fara acest aspect nu le pot intelege nici functia, nici rolul.
Si cum intr-un organism existd milioane de proteine, chiar daca le este cunoscuta compozitia (practic, secventa de
aminoacizi), fard analiza formei, nu le poate fi dedusa functia din interiorul corpului uman. Astazi insa, problema a
fost rezolvata. Solutia nu a venit din biochimie, dar avand in vedere amploarea descoperirii, expertii domeniului nu au
gasit deloc inadecvata decizia Comitetului Nobel; in definitiv, toti oamenii de stiinta folosesc computere intr-un fel sau
altul, iar faptul ca aici a fost utilizata inteligenta artificiala nu a produs ingrijorari. Pentru DeepMind, acest proces a fost
asemanator cu analizarea unei serii de partide de sah, deducand regulile pe baza observatiilor facute si aplicandu-le
ulterior in contexte noi. Descoperirea cu adevarat importanta a avut loc in 2020, in timpul pandemiei, cand echipa
DeepMind, condusa de cei doi laureati, a reusit sd prezica cu precizie® 90% din structura proteinelor — o realizare
extraordinard premiatd la CASPY’. De atunci, aproximativ doud milioane de cercetatori au utilizat algoritmii lor, iar
numarul structurilor de proteine intelese a crescut de aproximativ o mie de ori ajungandu-se astazi la aproximativ
doua sute de milioane.

Q8I3H7: o proteina ce poate proteja sistemul imunitar
impotriva parazitului malariei

Q8W3KO: o potentiald proteina rezistenta la bolile plantelor

Sursa: alphafold.ebi.ac.uk

Aplicatia, denumitd asa cum am precizat, AlphaFold*®, este o realizare ingenioasa a ingineriei retelelor neuronale?®,
care a demonstrat o performanta fara precedent in prezicerea structurii proteinelor. Folosind informatii bogate de
date experimentale, stocate in ceea ce se numeste Protein Data Bank (PDB) — o baza de date ce contine aproximativ
doua sute treizeci de mii de structuri si secvente cunoscute experimental [10], algoritmii sunt antrenati sa descopere
corelatii si modele intre secventele de aminoacizi [11]. Acest lucru ii permite sa produca modele structurale de o
precizie uimitoare, direct din secvente. It is truly no exaggeration to say that AlphaFold has caused a revolution in
structural biochemistry®® — mentioneazd Prof. Johan Aquist in cadrul Festivitatii de Decernare a premiilor Nobel 2024

[5].

Lasand la o parte premiul primit, important este ca de acum, intr-un timp relativ scurt, cercetatorii pot avea o idee
foarte buna despre structura unei proteine, fara a fi nevoie sa realizeze experimente complicate si de durata. Chiar
daca uneori predictiile nu sunt perfecte, situatia este infinit mai buna decat tnainte cand, de exemplu, determinarea
structurii hemoglobinei?! de citre un alt laureat Nobel, Max F. Perutz (1962), a durat treizeci si trei de ani pentru o
singura moleculd [12, 13]. Acum, in doar patru ani, s-au analizat, asa cum am mentionat, peste doua sute de milioane

16 Eroarea minima acceptata trebuia sa fie mai mica decat dimensiunea unui atom (<1,00A).

17 pentru premiul cel mare conditia impusa de organizatorii concursului era ca predictia facuta sa aiba o acuratete de minim 90%, valoare care nu
fusese niciodata atinsa pana atunci.

87n realitate, aplicatia premiatd de CASP a fost AlphaFold2 — dar am considerat acest am&nunt mai putin important pentru scopul prezentului articol.
197n vederea intelegerii conceptului, recomand spre citire articolul , Inteligenta Artificiald si Premiul Nobel in Fizicd (2024)” publicat anterior in
revista All in on Tech (AloT) [1].

20 Nu este deloc o exagerare sa spunem ca AlphaFold a provocat o revolutie in biochimia structurala.

2! Una dintre primele proteine caracterizate.
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de proteine [14] — baza de date care, trebuie spus, a fost facuta publica, pe internet, de catre DeepMind. Este, fara
indoiald, un salt urias?.

Mai mult, David Baker a realizat un alt progres semnificativ: a proiectat pe calculator o proteina complet noua —una
care nu exista in naturd fnainte. In vederea testérii, colaboratorii sii au creat noul lant, iar proteina s-a pliat asa cum a
fost prezis de aplicatia software folositd. Nu a fost o potrivire perfectd, dar a fost extraordinar de aproape, ceea ce a
dus mai departe la crearea unei varietati imense de structuri pentru diverse alte functii decat cea la care s-a lucrat
initial [15] — precum nanomateriale si senzori.

Astfel, datorita muncii acestor trei oameni de stiinta, exista acum o noud metoda de abordare a problemei plierii
proteinelor.

Demis Hassabis, liderul echipei DeepMind si fondatorul Google DeepMind, a declarat in cadrul discutiilor Nobel Minds
ca are doua mari ambitii: prima este sa rezolve problema inteligentei (interese ce se suprapun si celor ale lui llya
Sutskever despre care am vorbit in articolul ,,Superinteligenta — una dintre cele mai mari provocari tehnice ale
momentului” [16]), iar apoi sa foloseasca aceastd cunoastere pentru a rezolva toate celelalte probleme [17]. Echipa sa
lucreaza in multe alte domenii — de la schimbadrile climatice la jocuri precum sahul sau Go [18], mesajul important si
subliniat totodata de prestigioasa revista Nature, fiind ca noile abordari computationale sunt capabile de a rezolva
probleme la care oamenii de stiinta au incercat sa gaseasca solutii de mai bine de jumatate de secol [19].

22 pentru exemplificare mentionez faptul ca pentru intelegerea unei singure structuri proteice era inainte nevoie de studii doctorale (care, daca e sa
iau in considerare exemplul propriu, dureaza cinci ani). Inmultind cinci ani cu cele doua sute de milioane de structuri proteice existente, ajungem la
uriasa valoare de un milliard de ani de cercetari la nivel doctoral, timp economisit gratie algoritmilor AlphaFold.
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Anul 2025 reprezinta intrarea in era
robotilor umanoizi

16.04.2025

De curand (28 martie — 01 aprilie 2025) am participat la conferinta Not Robots Yet: Keeping Public Servants in Public
Service [1] organizata de American Society for Public Adminstration (ASPA) in Washington, Statele Unite. Interventia
mea in grupul de lucru dedicat solutiilor digitale indreptate spre imbunatatirea vietii comunitatilor a avut in vedere
implementarea inteligentei artificiale (Al) Tn Administratia Publica din Romania, iar prezentdrile la care am asistat m-au
inspirat s3 redactez acest articol?3.

Robotica este, fara indoiald, in plind expansiune, iar acum, impulsionata de progresele in Al si inginerie, cu atat mai
mult [2] — nu este de mirare tinand cont ca robotii au avantajul de a interactiona cu lumea fizica intr-o forma in care
informatia digitald nu o poate face. Deceniul care urmeaza se contureaza a fi deceniul robotilor, iar robotii umanoizi
par a fi in centrul atentiei. De altfel, Jensen Huang, presedinte si CEO Nvidia, a declarat in deschiderea conferintei
anuale GPU Technology Conference (GTC) 2025 ca ,,a venit timpul robotilor” [3].

Nu doar Nvidia, ci multe alte companii (revin cu exemple) se intrec in dezvoltarea si implementarea unor masini
umanoide pentru a executa diferite sarcini lucrative, a livra servicii sau chiar a oferi ajutor in gospodarii. Robotii
patrupezi devin la randul lor din ce Tn ce mai agili si mai accesibili, fiind deja utilizati in industrie si aparare — de fapt,
industriile de armament ale lumii si-au creat platforme pentru dezvoltarea robotilor care sa ajute in misiunile de
recunoastere si totodata sa ofere sprijin in lupta.

R&D-ul robotilor umanoizi

Robotii umanoizi sunt in esentd masini cu forma asemanatoare omului, cu trunchi, brate si picioare (ori, in unele
cazuri, roti), care stau in pozitie verticald. in 2025, datorit3 avansului in Al, al senzorilor si materialelor din care sunt
confectionati, robotii umanoizi au facut progrese semnificative. Din ce in ce mai multe startup-uri (dar si giganti
tehnologici) au trecut de la prototipuri conceptuale la modele complet functionale.

La finalul lui 2024 Goldman Sachs afirma ca piata robotilor umanoizi atinsese sase miliarde de dolari, iar estimarile
pentru 2035 erau ca aceasta va ajunge la treizeci si opt de miliarde [4]. Intentia producatorilor pare a fi aceea de a
implementa roboti care sa preia sarcini periculoase si/sau repetitive, dar si sa lucreze in siguranta alaturi de oameniin
fabrici, depozite, gospodarii (pentru a compensa lipsa fortei de munca ce pare a fi intr-o continua scadere; estimarea
este ca pana la finalul deceniului numarul de lucratori din intreaga lume va scadea cu aproximativ cincizeci de milioane

(3]).
Isaac GROOT N1

Dezvoltat de Nvidia cu scopul de a imbunatati rationamentul si abilitatile robotilor umanoizi, Isaac GROOT N1 iese in
evidentd ca fiind baza de lucru?® pentru toti dezvoltatorii de roboti umanoizi [5]. Acest model prezint3 o arhitectura
duald inspirata de principiile cognitiei umane: sistemul 1 este un model de actiune cu gandire rapida, asemanator
reflexelor sau intuitiei umane, iar sistemul 2 se bucura de un model de gandire lenta, destinat luarii deciziilor
deliberate si metodice.

Sistemul 2, alimentat de tehnologii Al bazate pe computer vision si LLMs, analizeaza mediul si instructiunile primite
pentru a planifica actiuni pe care apoi sistemul 1 le traduce in miscari robotice precise si continue. Acesta din urma
este antrenat atat pe date provenite din demonstratii umane, cat si pe un volum mare de date sintetice generate prin
platforma Nvidia Omniverse — cea care functioneaza ca sistem de operare a tuturor robotilor Nvidia.

B Titlul prezentarii mele in cadrul evenimentului mentionat a fost: Citizen Participation & Administrative Efficiency in the Era of E-Government 3.0 si
s-a bazat pe doua articole publicate anterior: E-Government 3.0 An Al Model to Use for Enhanced Local Democracies [42] si Improving municipal
responsiveness through Al-powered image analysis in E-Government [46]

24 Foundation model.
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GROOT N1 poate efectua cu usurinta sarcini comune precum apucarea, mutarea obiectelor cu unul sau ambele brate si
transferul obiectelor dintr-o mana in alta, putand chiar executa sarcini complexe, care necesita combinatii de abilitati
generale precum manipularea obiecte, ambalarea si inspectia pentru a-l adapta la roboti umanoizi sau sarcini
specifice.

n cadrul cuvantului de deschidere a GTC 2025 [3], Jensen Huang a prezentat un robot umanoid creat de de compania
1X Technologies (voi reveni asupra acesteia) care efectua in mod autonom sarcini casnice de ordonare, folosind o
politica de post-antrenament bazata pe GROOT N1; capacitatile autonome ale robotului au fost rezultatul unei
colaborari intre 1X Technologies si Nvidia.

De asemenea, Nvidia a anuntat o colaborare cu Google DeepMind si Disney Research pentru a dezvolta Newton, un
motor open-source de fizicd, optimizat pentru machine learning in roboticd?®. Disney Research va fi printre primele
companii care vor utiliza Newton pentru a avansa platforma de personaje robotice care alimenteaza robotii de
divertisment de noua generatie — cum ar fi cei inspirati din Star Wars [5, 6].

Announcing NVIDIA Isaac GROOT N1
Humanoid Foundation Model

Action
Tokane

|
g

Pick up the industrial object
and place in yoliow bin.

GTC 2025: Momentul in care Jensen Huang face public faptul c& GROOT N1 (robotul prezent pe uriasul ecrand din spate) este open-source. in
dreapta jos este micutul Blue (robotelul dezvoltat alaturi de Disney Research). Sursa: Nvidia YouTube Channel

Pentru a accelera dezvoltarea roboticii, Nvidia a lansat si Isaac GROOT Blueprint, un spatiu destinat generarii de date
sintetice cu componenta de miscare, construit pe (si pentru) platformele Omniverse si Cosmos Transfer (o platforma
de medii si miscari sintetice). Aceasta initiativa permite dezvoltatorilor sa genereze cantitati mari de date sintetice
asociate miscarii pentru antrenarea robotilor in sarcini de manipulare pornind de la demonstratii umane.

De asemenea, Nvidia a introdus si DGX Spark, un supercomputer personal construit in intregime pe tehnologie Al, care
oferd dezvoltatorilor un sistem complet pentru a extinde capabilitatile GROOT N1 ale noilor roboti, fara a necesita
programare extensiva [3].

Optimus

Robotul umanoid Optimus de la Tesla, supranumit Tesla Bot, este probabil unul dintre cele mai mediatizate proiecte
de aceasta natura. La sfarsitul anului trecut (2024), Tesla a dezvaluit prototipuri care mergeau stabil si operau in aer
liber: intr-o demonstratie, Optimus mergea independent pe un teren accidentat fara a utiliza camerele de vizualizare,
bazandu-se pe senzori interni si pe o retea neuronald?® pentru a-si mentine echilibru [7].

25 Asteptat sa fie disponibil mai tarziu in acest an.
26 Recomand citirea articolului , Inteligenta Artificiala si Premiul Nobel in Fizicd (2024)” pentru detalii referitoare la retelele neuronale [43].
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Optimus efectuand o serie de sarcini considerate pana acum a fi dificile pentru roboti

Elon Musk promoveaza Optimus ca pe o viitoare afacere de trilioane de dolari [8] si afirmad ambitios si entuziast asa
cum il cunoastem, ca Tesla ar putea incepe productia chiar din 2025 — estimarile facute de Bank of America [9] fiind de
aproximativ o mie de unitati in 2025 la un pret mediu de 50.000 dolari fiecare.

Desi unele dintre primele demonstratii au fost operate de la distanta de oameni — ceea ce a generat scepticism cu
privire la autonomia reald a acestor roboti, Tesla a lucrat intens pentru a imbunatati Al-ul robotului. Cele mai recente
actualizari arata ca Optimus exploreaza spatii interioare necunoscute si evita obstacole folosind o retea neuronala ce
primeste input vizual, avand totodatd o deplasare bipeda mai stabila [7].

Mai multe unitadti Optimus pot, de asemenea, sa-si partajeze hartile si sa invete colectiv unele de la altele, permitand
unei echipe de astfel de masini sa construiasca o intelegere comuna a mediului inconjurator. Tesla pare ca se
concentreaza asupra fnvatarii robotului sa practice sarcini de zi cu zi, sarcini pe care generic le-am numi casnice.
Videoclipuri din 2024 (unele dintre ele cu milioane de vizualizari) arata un astfel de robot ridicand si transportand
cutii, urcand trepte si chiar conectandu-se singur la un incarcator de perete atunci cand atinge un nivel critic al bateriei
[10]. intr-o demonstratie live, robotii Optimus au servit bduturi angajatilor Tesla [11], sugerand posibile roluri viitoare
si in domeniul serviciilor.

Desi robotul Optimus este inca in dezvoltare, ritmul rapid in care se dezvolta tehnologia, alaturi de expertiza Tesla in
productia de masa ar putea face din el unul dintre primii umanoizi fabricati la scara larga. Tinand cont ca predictiile
spun ca in 2040 ar putea exista mai multi roboti decat oameni [12], viziunea pe termen lung a celor de la Tesla devine
din ce in ce mai clara.

Figure 01

... este un startup emergent dedicat exclusiv dezvoltarii robotilor umanoizi. Robotul sdu, denumit provizoriu Figure 01,
este un umanoid biped conceput pentru a lucra in medii destinate oamenilor — unul dintre principalele sale obiective
fiind integrarea n activitatile de productie si comert [13].

Figure Al a atras atentia in 2024, dupa ce a obtinut o finantare uriasa de 675 de milioane de dolari, fapt care a dusla o
evaluare a companiei de aproximativ 2,6 miliarde de dolari. Printre investitori se numara si Jeff Bezos, OpenAl, Nvidia
si Microsoft [14, 15].

Bezos este foarte entuziasmat de acest proiect, ceea ce are sens daca ne gandim cat de mult ar putea ajuta acesti
roboti umanoizi Amazon-ul in aproape toate aspectele activitatii sale. Initial, Figure Al a fost raportata ca fiind in
negocieri pentru o finantare de 500 de milioane de dolari initiata de Microsoft si OpenAl [16], insa suma finala a
crescut semnificativ [17], subliniind entuziasmul din jurul acestor tehnologii.

Un motiv suplimentar pentru acest entuziasm este parteneriatul companiei cu OpenAl. Dupa ce si-a intrerupt propriile
cercetari in robotic3, OpenAl a semnalat o revenire in domeniu prin colaborarea cu Figure Al?” [18]. Conform unei

27 Foarte recent, Brett Adcock, CEO-ul Figure Al, a anuntat pe contul lui de Twitter/X ca nu mai mentin acest acord [45]... dar asta nu schimba in
niciun fel interesele ambelor companii de a se dezvolta in directia spusa. Ba mai mult, OpenAl face angajari pentru a-si dezvolta propriile proiecte de
robotica.
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postari facute pe Twitter/X, Brett Adcock (CEO-ul Figure Al) sustinea ca existd un avantaj enorm in integrarea LLMs?,
fiindca acestea ofera o intelegere semantica a instructiunilor umane [19]). Cu alte cuvinte, robotul umanoid al celor de
la Figure Al va utiliza inteligenta artificiald avansata pentru a intelege mai bine sarcinile complexe comenzile primite
de la oameni in limbaj natural. Pe partea cealaltd, vicepresedintele OpenAl, Peter Welinder, a declarat: We’ve always
planned to come back to robotics and we see a path with Figure to explore what humanoid robots can achieve when
powered by highly capable multimodal models? [20].

Digit

Robotul biped al celor de la Agility Robotics este o0 masina de dimensiunea unui adult uman, proiectat in principal
pentru a lucra in depozite, ridicand si transportand pachete. Acest fapt a determinat Amazon sa inceapa a-l testa pe
Digit pentru o posibilad utilizare in centrele sale de distributie [21].

Initiativa Agility Robotics este remarcabila pentru faptul ca a fost una dintre primele companii care au incercat
productia in masa a robotilor umanoizi. La sfarsitul anului 2023, Agility Robotics a anuntat deschiderea RoboFab,
prima fabrica din lume dedicata exclusiv producerii de roboti umanoizi (Slalem, Oregon). Initial, fabrica va produce
cateva sute de unitati Digit pe an, urmand ca odata ce va atinge capacitatea maxima, sa creasca la peste zece mii de
roboti anual, sperand sa poata oferi disponibilitate generala in 2025 [22].

Eve & Neo

1X Technologies este un startup norvegian care a intrat in mainstream-ul R&D in robotica dupa ce OpenAl a facut
investitii de 23,5 milioane de dolari Tn 2023 [23]. Primul robot, Eve, este un robot umanoid pe roti, utilizat pentru
sarcini precum efectuarea controalelor de securitate pe timpul noptii in cladirile de birouri, magazine si mall-uri,

deschiderea usilor si mutarea obiectelor (ceea ce |-a promovat si in industria turismului).

Una dintre inovatiile de marca ale 1X Technologies este tehnologia de actuatoare: compania a creat un servomotor cu
un raport cuplu/greutate extrem de ridicat, care imitd intr-o oarecare masura, calitdtile muschilor umani, permitand
astfel miscari mai fluide si mai naturale [24]. De asemenea, au colaborat cu OpenAl pentru a dota acesti roboti cu
inteligenta avansata.

Eve — aproape familiar

n prezent, compania lucreaza la Neo, un umanoid biped destinat utilizrii in locuinte pentru posibilii utilizatori casnici
[25].

Exoschelete si augmentdri cibernetice

Un alt aspect al roboticii il reprezintd exoscheletele. Statele Unite au testat costume exoscheletice care ajuta oamenii
(In special soldati) sa transporte sarcini grele si sa reduca oboseala [26].

Desi nu exista inca armuri ca n filmele SF, cercetarile continua pentru imbunatatirea surselor de energie si a
ergonomiei, apropiindu-ne tot mai mult de un viitor in care soldatii si robotii se vor imbina intr-o singura entitate

28 Recomand citirea articolului ,,Superinteligenta — una dintrecele mai mari provocari tehnice ale momentului” pentru detalii referitoare la LLMs
[44].

2 Tntotdeauna am planificat s3 revenim la robotica si colabordm cu Figure Al pentru a explora impreund ce pot realiza robotii umanoizi atunci cand
sunt ajutati de modele multimodale super capabile.
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cibernetica apropiindu-ne de ceea ce a spus Andy Clark, in lucrarea sa Natural-Born Cyborgs: Minds, Technologies, and
the Future of Human Intelligence: ,,omul a devenit (de ceva vreme) cyborg, dar nu in sensul superficial [n.a. prezentat
de literatura SF] in care corpul biologic se imbina cu elemente de tehnologie [n.a. desi aceastd ipoteza incepe sa fie si
ea din ce in ce mai des testatd], ci intr-un sens mult mai profund, si anume acela de a fi in simbioza om-tehnologie in
care sistemele de gandire si rationament [n.a. in acest exemplu fiind vorba doar de cele de decizie] sunt raspandite
atat in creierul biologic cat si in circuitele non-biologice” [27, 28].

R&D-ul robotilor patrupezi

Robotii patrupezi (Quadruped Robots) au devenit de asemenea un subiect fierbinte, in special datoritd miniaturizarii
componentelor si introducerii unor senzori de ultima generatie (precum LIDAR sau camere termale). Desi initial au fost
dezvoltati in principal pentru scopuri militare si de cercetare, astdzi companii precum Boston Dynamics si Unitree
Robotics creeaza modele comerciale care pot fi folosite pentru livrari, inspectii industriale, interventii in zone cu risc
(de exemplu, n situatii de urgenta) si chiar pentru divertisment sau activitati educationale.

La finalul lui 2024, conform estimarilor publicate de Market Research, piata robotilor patrupezi a depasit valoarea de
1,5 miliarde de dolari [29], impulsionata de cererea masiva de automatizare a activitatilor dificile ori repetitive. Mai
mult decat atat, cercetarile sugereaza ca pana in 2031 acest segment ar putea atinge o valoare de peste sapte miliarde
de dolari, cu o rata anuala de crestere de aproximativ 20% [29]. Unele state, precum Japonia si Coreea de Sud, se
confruntd cu o scddere accelerata a populatiei active [30, 31], ceea ce le determina sa investeasca semnificativ in
astfel de solutii autonome pentru a compensa deficitul de forta de munca.

n ceea ce priveste tehnologiile-cheie care sustin evolutia robotilor patrupezi, Al-ul si componentele sale de deep
learning joaca un rol esential in navigarea autonoma in medii necartografiate prin recunoasterea obstacolelor,
mentinerea echilibrului si optimizarea consumului de energie. Conform International Federation of Robotics (IFR),
aceste imbunatatiri tehnologice ar putea conduce la o extindere rapida in sectoare noi precum in medicina (transport
de echipamente sau materiale delicate in spitale) ori agri-tech (monitorizarea eficienta a terenurilor agricole,
intretinerea culturilor) [32].

Unitree Robotics

... este o companie chinezeasca devenitd lider in accesibilizarea robotilor. Initial, si-au construit reputatia prin
vanzarea de roboti patrupezi agili, de dimensiunea unui caine, la o fractiune din costul modelelor occidentale de pana
atunci.

Pana in 2025, portofoliul Unitree s-a extins, incluzand atat roboti de uz casnic, cat si modele industriale [33]. La ultima
editie a Consumer Electronics Show din ianuarie 2025 (CES 2025) [34], Unitree si-a prezentat cele mai noi produse,
inclusiv Unitree Go2, un caine robot destinat consumatorilor si o varianta numita Go2-W, care are roti la capatul
picioarelor pentru o miscare hibrida intre rulare si mers.

New Creature of Embadied Al

Unitree Go

Infinite' Revoktion

Unitree Robotics este probabil cea mai versatila companie de robotica din lume

Ceea ce a atras cu adevarat atentia a fost demonstrarea agilitatii: Unitree — Go2 poate efectua miscari dinamice,
inclusiv salturi inapoi, st Tn maini asemenea unui robot umanoid si demonstreaza stabilitate si o agilitate remarcabila.
Trebuie mentionat aici cd miscarile de care vorbesc nu au fost programate manual, ci realizate prin deep
reinforcement learning, ceea ce evidentiaza puterea acestor algoritmi in dezvoltarea miscarilor robotilor.
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Unitree si-a declarat intentia de a intra si pe piata robotilor umanoizi inca din 2024 cand compania a lansat discret un
robot biped numit G1. La CES 2025, Unitree |-a prezentat pe H1, un robot umanoid care a reusit sa faca un salt inapoi
din picioare. H1 poate, de asemenea, sa alerge cu 3,3 m/s (= 12 km/h), ceea ce il face unul dintre cei mai rapizi roboti
umanoizi existenti. in plus, H1 foloseste actuatoare electrice, spre deosebire de majoritatea modelelor concurente
care utilizeaza tehnologii hidraulice.

Boston Dynamics

Cine nu a auzit de Boston Dynamics, nu a fost interesat de robotica pana acum: spun asta pentru ca echipele de aici au
fost cele care au popularizat robotii umanoizi prin videoclipuri virale pe YouTube in care acestia alearga, danseaza, fac
salturi fnainte si inapoi si chiar parkour [35].

Ei bine, cel mai cunoscut produs al lor, robotul Spot — un patruped galben asemdnator unui caine, este utilizat pe scara
larga atat in industrie, cat si in cercetare. De curdnd compania a devenit partenera celor de la Meta/Facebook in ideea
de a Tnvata robotii sa colaboreze cu oamenii pentru a indeplini diverse sarcini casnice [36] (apropo, Spot a fost folosit
pentru cele mai multe dintre demonstratiile de pe YouTube).

Spot este deja utilizat pentru inspectii de rutina in fabrici si rafinarii, cartografierea zonelor periculoase, sau chiar in
patrule de supraveghere / mentinere a securitatii, fiind apreciat pentru autonomia si fiabilitatea lui. El parcurge
autonom trasee predefinite, evita obstacole si chiar foloseste lifturi, Tn timp ce transporta sarcini precum camere de
luat vederi, senzori si alte echipamente. Stiu, aici ne-am putea intreba daca exista posibilitatea ca aceste echipamente
sa fie de fapt arme... Boston Dynamics este foarte ferma din acest punct de vedere si spune ca nu il vor echipa
niciodatd pe Spot cu armament si ca se vor concentra exclusiv pe aplicatii civile.

Proiecte open-source si tendinte in industrie

Desigur, trebuie amintite aici si proiectele open-source si tendintele din industrie, deoarece una dintre cele mai mari si
mai interesante directii care modeleaza robotica in prezent este miscarea open-source.

Sisteme de operare dedicate robotilor

Tn trecut, dezvoltarea unui pachet software complet pentru realizarea unui robot de |a zero era extrem de costisitoare
si consumatoare de timp, ceea ce facea aproape imposibil ca o echipd mica sa creeze ceva nou. Astazi insa, lucrurile
stau diferit. Dezvoltatorii au acces la framework-uri open-source robuste, precum si la biblioteci de module care
accelereaza considerabil inovatia.

Un element de referinta in acest domeniu este ROS (Robot Operating System), un middleware open-source care a
devenit un fel de standard de facto in robotica [37]. ROS ofera o colectie de drivere, algoritmi si unelte, astfel incat
cercetatorii si companiile sa nu fie nevoiti sa reinventeze roata pentru functionalitati de baza precum integrarea
senzorilor, cartografierea si planificarea miscarilor.

Prin faptul ca este open-source si permite comunitatii sa construiasca pe baza lui, ROS ajuta inovatorii sa se
concentreze pe dezvoltarea de noi tehnologii, in loc sa piarda timp replicand solutii deja existente.

Potrivit unei analize de piata facuta de Statista [38], la inceputul anului 2025, aproximativ 13,5 milioane de unitati
robotice dezvoltate la nivel global contin cel putin o parte din codul ROS. De-a lungul timpului, ROS a evoluat in ROS 2,
optimizat pentru performanta imbunatatita in medii industriale. Mari companii tehnologice precum Microsoft,
Amazon si Nvidia sprijina activ ROS, contribuind la dezvoltarea sa continua.

Proiecte open-source hardware

Dincolo de software, exista si initiative open-source in domeniul hardware cu impact major. De exemplu, Open
Dynamic Robot Initiative (ODRI) [39] este un proiect colaborativ intre cercetatori care a lansat design-uri pentru un
robot patruped cu cost redus, numit Solo. Modelele Solo 8 si Solo 12 pot fi construite din componente standard si
piese printate 3D, iar schemele si codul sunt publicate gratuit [39].

Acest lucru permite laboratoarelor universitare si chiar pasionatilor de robotica cu buget redus sa experimenteze o
tehnologie care anterior necesita investitii extrem de mari.

% %k %k
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Asa cum se poate observa, robotica progreseaza rapid in toate domeniile — robotii sunt utilizati in gospodarii si in
productie, au aplicatii comerciale si in securitate si sunt folositi Tn scopuri militare.

Vedem numeroase proiecte open-source, inclusiv proiectele Isaac GROOT N1 de |la Nvidia si Partner al Meta de care am
amintit, care exploreaza colaborarea om-robot pentru sarcini complexe [40]. Tn acelasi timp, existd o suprapunere tot
mai mare intre modelele de inteligenta artificiald LLMs si robotica.

LLM-urile au facut robotii mai inteligenti, capabili sa rdspunda mai bine la comenzi, sa planifice sarcini si sa
functioneze autonom, iar anul 2025 pare sa fie anul in care aceasta tehnologie va incepe sa fie disponibila pe scara
largd. Vom vedea tot mai multi roboti muncind in fabrici si depozite si s-ar putea chiar sa inceapad sa apara si in casele
noastre cat de curand. Sigur, inca nu a devenit un fenomen comun (asa cum este cazul autoturismelor), dar apar din
ce in ce mai des in clipuri de pe retelele sociale, si ne putem asteptd sa apara si pe strazi cat de curand.

Totusi, persistenta provocarilor legate de furnizarea continua a energiei ramane un subiect major de interes stiintific si
tehnologic. Prezenta robotilo, care se adauga cererii deja crescande de energie la nivelul societatii, capata o
importanta si mai mare in contextul dezvoltarii accelerate a industriei Electric Vehicles (EVs). Conform concluziilor
formulate intr-un articol publicat in 2022, productia de energie electrica la nivel global se situeaza inca mult sub
nivelul de consum potential al sectorului auto (pentru a-l aminti doar pe acesta), in ipoteza in care toate masinile
existente ar deveni electrice [41].

De asemenea, o alta sursa de ingrijorare este posibilitatea ca acesti roboti sa se comporte, in realitate, drept ,,agenti
inactivi” care, la o comanda specifica, ar putea transmite date cartografice referitoare la structura locuintelor noastre
si informatii despre obiceiurile noastre de consum catre entitati cu care, in mod obisnuit, nu am dori sa partajam astfel
de date.
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Programarea 2.0 — Cum transforma Al
procesul de creare a aplicatiilor

26.05.2025

Kevin Weil este Chief Product Officer la OpenAl si foarte recent a aparut in podcastul Overpowered pentru a vorbi
despre cum crede el ca se contureaza viitorul dezvoltarii software, despre rolul pe care il va avea Al-ul in acest proces
si daca ar trebui sa ne asteptam ca toatad programarea sa fie, in esentd, automatizata de Al. Ce spune el este cd din
2025 Al-ul va deveni indiscutabil si ireversibil mai bun decit oamenii la programare®® [1, 2] — mai simplu spus, asa cum
s-a intamplat in lumea sahului sau jocului de Go dupa ce computerele au invins marii campioni [3] , oamenii nu vor
mai putea recastiga dominatia in programare (desigur cu implicatii mult mai profunde decat in sah sau Go). De ce?
Totul are legatura cu capacitatea masinilor de a rationa; mai exact, cu reinforcement learning si large language models
(LLMs) si cum acestea, imbinate, duc la large reasoning models (LRMs) [4].

Weil spune cd pentru intreaga comunitate a dezvoltatorilor, lansarea modelului GPT-4o a fost un moment definitoriu
pentru ca a devenit repede back-end-ul pentru GitHub Copilot si pentru numeroase alte aplicatii utilizate acum pe
scara larga. Totusi, chiar si GPT-40 a fost depasit in performanta de variante ulterioare, cum ar fi 01 (un model
specializat pe programare), care deja demonstreazi o capacitate avansats de a rationa [5]. in momentul lansarii,
modelul 01 se situa aproape de locul 1.000 intr-un clasament global al programatorilor [6]. Poate parea modest, dar
in contextul in care in lume exista zeci de milioane de programatori, devine clar ca o1 a fost situat in top 2-3%.
Versiunea urmatoare, 03 (despre care Sam Altman, CEO-ul OpenAl spunea intr-o postare foarte recenta pe X (fost
Twitter) ca va fi lansata in curdnd [7]), according to the same benchmarks, is the 175th best competitive coder in the
world?? [2]... si acesta este abia inceputul.

Investitiile in dezvoltarea Al-ului pentru programare sunt masive. Anthropic, Google, evident OpenAl, dar si alte
companii de calibru, orienteaza resurse considerabile Tn aceasta directie. Ritmul progresului este ametitor, iar efectele
sunt deja vizibile; adevarata transformare va veni insa odata cu democratizarea totald a dezvoltarii software [8, 9].
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Kevin Weil @ Overpowered si Andrew Ng @ BUILD 2024

Invitatia lui Kevin Weil, sustinuta si in plan stiintific de Profesorul Andrew Ng de la Stanford University in cadrul
conferintei BUILD 2024 [10], este de a ne imagina o lume in care nu mai este nevoie de ingineri software pentru a
dezvolta aplicatii, o lume in care oricine poate crea software doar exprimand o intentie sau un obiectiv. Adevarul este
ca software-ul este un instrument universal; cu ajutorul lui putem crea aproape orice. Cand barierele vor disparea,
accesul la inovatie va deveni cu adevarat global.

Eu de pild3, pentru ca am iesit din mediul de programare de aproximativ un deceniu, gaseam dificila dezvoltarea de
software (limbajele de programare au evoluat prea mult in acest deceniu pentru a mai putea tine pasul, lasand la o
pare orientarea activitatilor mele stiintifice spre alte domenii). Astazi insa un model performant de Al ma poate ajuta
sa creez instrumentele de care am nevoie; iar asteptarea mea este ca maine, acest lucru sa fie posibil pentru orice
persoana, indiferent de pregtirea ori abilitatile tehnice detinute. in plus, in curand, prognoza mea este ci

30 programarea este o activitate ce implicd rationamente complexe, presupunand abilitatea de a descompune probleme, de a testa ipoteze si de a
gasi solutii optime.
31 Este la nivelul unui programator aflat pe locul 175 in acelasi clasament.
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programarea nu va mai fi o activitate care se desfasoara intr-un ritm lent de-a lungul multor ore de efort intelectual
uman (ca pana acum), iar produsul acesteia va fi mai curand unul efemer ce va putea fi inlocuit (prin stergere) cu o
versiune mai buna printr-o simpla cerere.

Conform unui raport publicat de The Information si preluat de publicatii precum TechCrunch si Yahoo Finance [11, 12,
13], OpenAl planifica lansarea unor agenti Al specializati, cu preturi variind intre 2.000 si 20.000 USD pe lung, in
functie de complexitatea sarcinilor pe care le pot indeplini. Cel mai scump agent — cel estimat la 20.000 USD, ar fi
destinat cercetarii la nivel doctoral, dar exista si unul de 10.000 dedicat dezvoltatorilor software. La un eveniment
relativ recent organizat de University of Tokyo, Sam Altman a afirmat ca deja detin intern un model care se situeaza in
clasamentul mentionat de Kevin Wheel, pe locul 50 in lume si cd pana la sfarsitul anului in curs il vor dezvolta la nivel
,superuman” (adica mai bun decat locul 1) [14].

Este important insa sa intelegem ca multe dintre aceste afirmatii si ipoteze sunt destul de controversate: exista in
continuare multi cercetatori care sustin ca este foarte putin probabil ca Al sa automatizeze complet dezvoltarea
software [15, 16, 17, 18, 19]. Convingerile acestora merg mai departe afirmand ca ceea ce se va intampla este ca o
multime de presupusi experti (este valabil de altfel in intreaga lume stiintifica, nu doar in cea a ingineriei software) vor
face pasi In fata fard si stie de fapt nimic3? — pentru ca se bazeaza pe Al pentru a produce ceea ce se numeste Al slop
(adica rezultate slabe generate de Al). Desi personal nu converg total la o astfel de pozitie, am in minte cateva cazuri
concrete de astfel de situatii.

Pozitia mea este ca va deveni cu atat mai important ca cineva sa inteleaga cu adevarat cum functioneaza software-ul —
ce face codul, s3 cunoasca in detaliu mecanismele din spate. Acestia sunt cei care se vor bucura de venituri
substantiale doar reparand greselile facute de Al.

Matthew David Welsh (profesor la Harvard University) — intr-un webminar ACM din 2023 spunea: This is the beginning
of the end of computer science as a discipline as we understand it today [...] The current field of computer science?? is
going to change dramatically, over just maybe the next three to five years3* [20]. Se pare ca avea dreptate!! Pentru a-si
sustine pozitia, a continuat spunand ca toti programatorii din echipa sa trebuie sa foloseasca Microsoft Copilot din
ratiuni de productivitate — statisticile demonstrand ca cei care nu o fac sunt cu 30-40% mai putin eficienti (si asta in
urma cu doi ani).

Bro, do you even CoPilot?

n aprilie 2025, CEO-ul Microsoft, Satya Nadella, desi nu a mentionat un an anume de cind programarea se va face
doar de Al (probabil este prudent si evita sa spuna ceva prea explicit, din moment ce compania pe care o reprezinta
este listata la bursa), a transmis ca procesul de creare de software va fi in mare parte realizat de modele agentice de
Al care imbina coordonarea cu rationamentul [21, 22].

Dezvoltarea agentilor Al pentru programare

Tn momentul de fat4 existd Claude Code de la Anthropic [23] si Manus dezvoltat de compania chinezeascd Monica [24],
care si el este, intr-un fel, un agent Al (ce ruleaza intr-o masina virtuala functionand pe un sistem de operare open-
source, in acest caz Ubuntu — deci o distributie de Linux®). Lui Manus utilizatorul ii poate spune despre un proiect pe
GitHub, iar acesta merge acolo, creeaza mediul, cloneaza proiectul, descarca si instaleaza toate fisierele necesare etc.

32j invit pe cei mai curiosi dintre cititori s3 caute ceea ce se numeste Dunning-Kruger effect.

33 Informatica (computer science in text) este definitd ca studiul maparii unei probleme in instructiuni ce pot fi executate de o masind Van Neumann
[20].

34 Acesta este inceputul sfarsitului informaticii ca disciplind, asa cum o intelegem astazi [...] Domeniul actual al informaticii se va schimba radical,
poate chiar in urmatorii trei pana la cinci ani.

35 Stim cu totii c3 acesta este gratuit si totodatd extraordinar de stabil, fiind de altfel foarte folosit de dezvoltatori — toti cei de la Google, de
exemplu, se bazeazd aproape in exclusivitate pe Linux.
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Daca intalneste vreo problema, incepe analiza diagnostic si ruleaza orice comanda este necesara pentru a pregati un
mediu de lucru pentru dezvoltare — exact asa cum ar face un agent (Al sau nu) pentru un utilizator.

Daca vorbim de abilitate de a viziona urmata de analiza elementelor observate, Claude Code nu se bucura cu adevarat
de asa ceva. Nu ma refer aici la incarcarea unei imagini pentru a fi analizata (lucru pe care il poate face si GPT local —
de altfel am testat asta intr-un experiment publicat in urma cu cateva luni [25]); vorbesc insa despre ideea de a scrie
cod pentru un joc si apoi, uitandu-se la cum ruleaza acesta, a lua decizii Tn baza a ceea ce vede. Ei bine, Claude Code,
asa cum am zis, nu prea poate face asta (inca).

Pe de alta parte, Manus foloseste un sistem de vizualizare numit Browser Use [26], care poate interactiona cu
browserul permitandu-le agentilor Al sa extraga elemente interactive.

Recent, OpenAl a lansat Operator sub forma de API3® — deci mult mai versatil. El foloseste un tip de ,vedere” reald — nu
doar selecteaza elemente HTML, ci se comportda mai degraba ca un om care se uita la o pagina web, vede unde sunt
butoanele si misca mouse-ul pentru a da click pe diferite elemente (este ceva mai apropiat de comportamentul uman)
[27]. Sam Altman, intr-un interviu luat de Chris Anderson in cadrul TED Talks (aprile 2025, Vancouver, Canada) si-a
facut publica viziunea afirmand: it’s quite amazing how different the process of creating software is now than it was
two years ago. But | expect another move that big in the coming months, as agentic software engineering really starts
to happen®” ceea ce a declansat, deloc surprinzitor, urmatorul raspuns din partea lui Chris: I’'ve heard engineers say
that they’ve had almost religious-like moments with some of the new models — where suddenly, they can do in an
afternoon what would have taken them two years>® [28].

Pare in acest moment ca existd aproape toate componentele necesare crearii solutii Al capabile sa faca orice poate
face un om cu ajutorul unui computer (deocamdata am in vedere activitati legate de programare software). Evident,
nu vorbesc si despre nivelul de competenta in programare, ci ma refer doar la tipurile de actiuni pe care le poate
executa un agent Al.

Ne putem gandi de exemplu, la o persoana care tocmai a terminat primul an de facultate. Ce va putea face, generic
vorbind, in fata calculatorului? Va deschide un browser pentru a se lansa intr-o cercetare, va citi documentatia unei
aplicatii ce considera ca il/o poate ajuta, poate va incerca sa deschida un terminal spre a tasta cateva comenziin
python. Nimic extravagant la acest scenariu.

Un alt mod de a privi lucrurile ar fi acela de a exista in calitate de operator la distanta care 1i ofera asistenta
studentului(ei) de mai sus in actiunile pe care ace(a)sta vrea sa le intreprinda. Un sistem Al care combina capabilitatile
Manus si Operator sau Claude Code si Operator (desi in aceasta ultima formula acestea ar fi mai reduse) va putea
executa orice sarcina primita de presupusul operator. Asadar, atat timp cat studentul(a) se exprima elocvent in limbaj
natural, agentii Al pot executa sarcini complexe in numele acestuia.

Desigur, inca exista erori, probleme si bug-uri, si Al nu reuseste intotdeauna sa finalizeze totul corect; dar este cu
siguranta o arhitectura potential foarte puternica. Si nu numai Manus va beneficia de ea; ba, cred cu tarie ca vom
vedea din ce in ce mai multe astfel de solutii. Probabil chiar si un sistem open-source, ceva de genul Operator + Manus
integrat. Cineva, mai devreme sau mai tarziu, va pune cap la cap toate aceste componente (daca nu sunt deja
asamblate si nu le-am identificat eu) si le va oferi spre utilizare in toate domeniile si nu doar in cel al programarii
software.

Putem extinde exemplul de mai sus inlocuind studentul cu un manager de produs (PM) al unei companii care
gestioneaza resursele unei echipe de... oameni + Als.

36 Application Programming Interface — un set de reguli care permit aplicatiilor software sa comunice si sa schimbe date [38].

37 Este cu adevarat uimitor cat de diferit este acum procesul de creare a software-ului fata de cum era acum doi ani. Dar md astept la o alta
schimbare la fel de mare n lunile urmatoare, pe masura ce ingineria software agentica incepe cu adevarat sa prinda contur.

38 Am auzit ingineri spunand cd au avut aproape momente de revelatie religioasd cu unele dintre noile modele — momente in care, dintr-odatd, pot
face intr-o dupd-amiaza ceea ce le-ar fi luat doi ani.

26



Presenting ... The software team of the future

(Probabil) echipa (de programatori) a viitorului [20]

Pare asadar cd suntem foarte aproape de a avea toate piesele puse cap la cap pentru a obtine o structura scaffolding
de tip agentic perfecta pentru dezvoltarea software. Ramane sa fie addaugat apoi cel mai bun model de programare, sa
fie integrat si apoi ... sa fie testat daca un astfel de sistem poate deveni un dezvoltator software automatizat.

n prezent, dezbaterea continua: vor rimane aceste Al-uri doar niste unelte inteligente care fi ajutd pe dezvoltatori sa
fie mai eficienti sau intram intr-o era a automatizarii reale a dezvoltarii software? Asa cum spunea si Kevin Weil: |
know how this is going to work, | just have a lot of typing ahead of me®... cu sigurant3 aici Al poate ajuta.

Marea intrebare este: ce se intampla daca apare o sarcina complet noud, inovatoare, in care este nevoie cu adevdrat
de creativitate si gandire avansata in vederea identificarii unor solutii noi in timp ce exista siguranta ca totul
functioneaza perfect? Va fi Al capabila sa faca asta?

Evident, o inteligenta artificiala care poate scrie cod foarte bine ar putea teoretic crea aproape orice. Asta ar putea
avea un impact masiv nu doar asupra locurilor de munca, ci si asupra capacitatii oricui de a produce software pentru
orice proiect si-ar imagina [29]. Va fi absolut incredibil de urmarit ce se intampla in acest domeniu!! Pentru c3, asa
cum spunea si Weil, OpenAl investeste masiv in aceasta directie, la fel face si Anthropic, la fel Google... iar acum au
fnceput sa apara zvonuri despre noua versiune DeepSeek-R2, care urmeaza sa fie lansata cat de curand si despre care
producatorii sustin cad are capacitati de programare mult mai avansate [30].

Ce s-ar putea intampla atunci cand va fi posibila conectarea unui sistem open-source ca acesta la o arhitectura precum
cele expuse mai sus? Ei bine, in acel moment nu va fi vorba doar despre crearea de software. Daca modele precum
Claude, Manus sau GPT comunica direct cu Blender de exemplu (acesta este un sistem care permite realizarea de
obiecte si scene 3D spectaculoase, asa cum pot fi intalnite in jocurile video), printr-un APl sau MCP*, se poate
standardiza modul de lucru, iar rezultatele pot fi extraordinare (a se vedea captura de ecran de mai sus cu Profesorul
Andrew Ng in prim plan) — practic intregul web se poate transforma (!!) ajungandu-se astfel la Metaverse-ul propus de
Neal Stephenson inca din 1992 [31, 32], idee imbratisata ulterior de Mark Zuckerberg [33].

Modul in care putem intelege aceastd schimbare este prin exemplul WordPress*! —in 1991, construirea unui site web
dura luni de zile si costa mii de dolari fiind o activitate rezervata dezvoltatorilor de elita si bugetelor mari (nu
intdmplator prima pagina web a fost dezvoltata la CERN [34, 35]). Astazi, un adolescent cu WordPress si Elementor
poate construi un site web atragator in cateva ore si chiar sa produca profituri substantiale de pe urma administrarii
lui. Exact asta este revolutia pe care inteligenta artificiald o aduce in dezvoltarea de aplicatii web si mobile... in curand,
oricine va putea crea aplicatii fara sa scrie nici macar un singur rand de cod.

Exista insa foarte multi ingineri software extrem de inteligenti care au adus argumente solide pentru care
automatizarea partilor mai dificile ale ingineriei software va fi extrem de complicata. Ce spun ei este ca programarea
facuta de Al va fi un haos, generand mai multe probleme decat va rezolva si ca va duce la programatori mai slabi,
pentru ca nu vor intelege cu adevarat ce fac. S-ar putea sa aiba dreptate...

n acelasi timp, ii vedem pe reprezentantii tuturor marilor companii: Satya Nadella de la Microsoft, Sundar Pichai de la
Google care a lansat de curand Firebase Studio [36] (un agent Al dedicat dezvoltarii de software), oficiali de la OpenAl,

39 Uneori stii exact ce ai de facut, doar ca trebuie s3 tastezi foarte mult pentru a ajunge acolo.

40 Model Context Protocol — acest protocol nou introdus de Anthropic in noiembrie 2024, permite LLM-urilor sa se conecteze la tot felul de alte
aplicatii [39].

41 platforma CMS (Content Management System) care le permite utilizatorilor s3 creeze, sd administreze si sa publice continut digital pe un site web
sau pe o alta platforma online fara a fi necesar sa scrie cod.
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Anthropic, si chiar Elon Musk si echipa lui de la XAl (care tocmai a declarat urmatoarele: We're launching an Al gaming
studio at xAl. If you're interested in joining us in building Al games, please join xAl*? [37]), care avanseazd sume
coniderabile de bani, mult talent si inteligenta in a preveni eventualele scenarii critice ale scepticilor®.

Gocogle Cloud

Application Development

Introducing Firebase Studio and agentic
developer tools to build with Gemini

@ Firebase

Build full-stack
Al apps with
Firebase, Gemini
and more

Sundar Pichai si articolul prin care Google introduce Firebase Studio

Odata ce acestea vor fi rezolvate, daca poate fi creat un agent capabil sa faca dezvoltare software, este foarte probabil
ca se vor putea automatiza multe alte sarcini. Nu va fi un sistem cu scop unic.

42 Lansam un studio de jocuri bazat pe inteligenta artificiald la xAl. Daca esti interesat sa ni te aldturi in crearea de jocuri cu Al, te invitdm sa te
alaturi echipei xAl.

43 Este vorba de Grok 3 — o platforma-studio dedicata dezvoltarii de jocuri video sub umbrela xAl si care, evident, va folosi Al pentru a crea jocuri.
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Poate inteligenta artificiala (Al) influenta
opinia publica?

18.05.2025

Am tot primit (si adresat) aceasta intrebare in ultimele patru luni: Oare o inteligenta artificiala (super-
inteligenta — poate asa cum am vorbit intr-un articol precedent [1]) asociata retelelor sociale [2], va putea
sa (ne) controleze cu usurinta — intrebare ridicata de altfel si de Daniel Kahneman, laureat Nobel in
Economie (2002) [3]?

Recent, alaturi o prea bine cunoscuta carte intitulata simplu Noise [4] (a cadrui prim autor este chiar Daniel
Kahneman), am citit un articol pe LiveScience despre un experiment (neautorizat*®) realizat de Universitatea
din Ziirich asupra utilizatorilor Reddit [5]. Scopul era sa vada daca opiniile utilizatorilor puteau fi influentate
de interactiunea cu niste boti Al in comentarii (chestiune observata de altfel si pe profilul public de
Facebook al Facultatii de Administratie Publica, SNSPA, dupa cateva articole negative aparute in presa).

Acesti boti analizeaza istoricul comentariilor si postarilor utilizatorilor si, pe baza acestora, pot deduce
informatii personale: varsta, genul, locatia, poate chiar si anumite preferinte politice. Astfel, botii pot
personaliza raspunsurile pentru fiecare utilizator in parte.

Rezultatele experimentului conduc spre concluzia urmatoare: vom constata in mod clar ca nu luam decizii
atat de independent cum credem noi — sau cel putin nu Tn masura in care ne place noua sa credem. O buna
parte dintre opiniile, gandurile, actiunile si deciziile noastre sunt influentate de semnale externe: observam
comportamentul celorlalti si suntem influentati de ceea ce citim. Cu alte cuvinte: suntem susceptibili la
influenta, iar aceste sisteme vor deveni extrem de eficiente in a ne influenta — ceea ce, in contextul
alegerilor prezidentiale n plina desfasurare din Romania, este important a fi stiut.

44 Evident cei de la Reddit nu au reactionat foarte bine, motiv pentru care au venit cu un punct de vedere:
Unauthorized Experiment on CMV Involving Al-generated Comments [6], punct de vedere neimpartasit de
Universitatea din Ziirich care a declarat: "This project yields important insights, and the risks (e.g. trauma etc.) are
minimal. This means that suppressing publication is not proportionate to the importance of the insights the study
yields". [Acest proiect ofera informatii importante, iar riscurile (e.g., traume etc.) sunt minime. Aceasta inseamna ca
suprimarea publicarii nu este proportionala cu importanta informatiilor generate de studiu.]
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Cum este folosita Inteligenta Artificiala
Generativa (GenAl) in 2025

23.06.2025

Pe 3-4 lunie a.c., centrul de cercetare Smart-EDU Hub, din cadrul SNSPA a organizat cea de a Vl-a editie a conferintei
internationale Machine Intelligence & Security for Smart Cities (TRUST). Desi orientarea evenimentului a fost una
dedicata conceptului de Smart Cities — asa cum se poate deduce si din titlu, totusi nu am putut sa nu remarc
prevalenta lucrarilor dedicate viitorului nostru al tuturor, atat ca indivizi dar si la nivel de comunitate, in contextul
dezvoltdrii inteligentei artificiale. in urma audierii celor peste cincizeci de lucrdri de la cercetitori si practicieni din mai
multe tari m-am decis sa scriu acest articol cu scopul de a creiona domeniile principale in care Al-ul este si va continua
sa fie folosit in viata de zi cu zi — de la sprijinul emotional si creativitate, pana la asistenta tehnica si planificare a vietii.
Mutatiile de care voi vorbi reflecta nu doar maturitatea tehnologica, ci si o integrare mai profunda a Al in obiceiurile,
preocupadrile si deciziile personale si profesionale ale oamenilor [1].

cala Nationald de Studii Politice si Administrative

Prof. Dr. Mihnea Moisescu — Decanul Facultatii de Automatica si Calculatoare, Politehnica Bucuresti vorbind in cadrul TRUST 2025 despre rolul Al in
dezvoltarea societitii. In prezidiu, de la stinga la dreapta, autorul, Dr. Ra'ed M. BenShams — Presedintele Institutului International de Stiinte
Administrative (//AS) si Dr. loana Petrescu — Directorul Centrului de Leadership si Inovare din Scoala Nationala de Studii Politice si Administrative
(SNSPA)

Astazi, la doar cateva luni de la lansarea GPT-4.5 — versiune ce a redus semnificativ , halucinatiile”, discutia despre
impactul inteligentei artificiale nu mai este rezervata doar specialistilor, ci a iesit din laboratoare direct in inbox-uri si
sali de clasd, ajungand chiar si in camerele copiilor. Am identificat cateva domenii majore (descrise in continuare)
fiecare dintre acestea reflectdnd modificarile in ierarhia utilizatorilor de Al de la debutul anului si pdna acum (regasite
de mine cu ricoseu din lucrarile conferintei TRUST dar si in urma unei documentari riguroase in care m-am lansat dupa
finalizarea evenimentului).

1. Cresterea sprijinului emotional si psihologic

Cea mai populara utilizare a Al pare a se contura in jurul oferirii de sprijin emotional si conversational. Aceasta
tendinta indica o dependenta in crestere de Al ca partener digital de incredere. Fenomenul reflecta pe de o parte
nevoi sociale reale — date poate de accesul limitat la terapeuti umani (sa nu uitam ca ELIZA, primul chatbot, a fost
creat de MIT in urma cu aproximativ 60 de ani, in 1966, si a avut ca scop simularea discutiilor dintre pacienti si medicii
terapeuti [2]), dar si capacitatile tehnologice tot mai convingadtoare ale modelelor Al care par a fi tot mai empatice si
constiente de context (diferenta dintre ELIZA, a carei capabilitati pot fi testate accesand link-ul
https://anthay.github.io/eliza.html, si ChatGPT este coplesitoare asa cum se poate vedea si in imaginea de mai jos) si,
poate deosebit de important pentru ceea ce urmeaza a fi, transformarile culturale date de scaderea stigmatului
privind utilizarea Al.

Chatbotii terapeutici precum Wysa [3] si Replika [4] au trecut de la simpla conversatie la furnizarea de protocoale
cognitiv-comportamentale validate clinic. Un studiu publicat Tn mai 2025 de catre prestigioasa revista Nature arata ca
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utilizatorii noi ai Al companions nu prezinta indicatori de dependenta semnificativa si raporteaza scaderea scorurilor
de anxietate dupa trei saptamani de utilizare [5].

ChatGPT 4.5

eeling very anxious lately and | don't kn

humanist pe

1. Understanding Anxiety Without Apparent Cause

5 “free-floating anxiety”. It may anse

: ©

ncé de la prima afirmatie se poate vedea diferenta dintre ELIZA (stanga) si ChatGPT-4.5 (dreapta), aplicatie care, trebuie spus aici, spre deosebire
de Wysa si Replika, nu a fost antrenat3 special pentru conversatii cu rol terapeutic. In plus, se vede c3 Eliza, dupd doar cateva replici, pierde cu totul
coerenta dialogului.

Gasesc deosebit de interesant faptul cd ChatGPT mi se adreseaza intr-o manierd foarte personald (folosindu-mi
numele). La final a trebuit sa-i spun ca dialogul a avut scop pur stiintific si ca niciuna din afirmatiile mele nu redau o
stare de fapt —am facut asta pentru cd aplicatiile de aceasta naturd sunt antrenate sa devina asistent personal si
deci sa retina si sa invete totul despre utilizator. Riscam astfel ca aplicatia sa-si configureze viitoarele raspunsuri
ludnd in calcul presupusul dialog. Raspunsul ChatGPT a fost: Ah, a scientific experiment—I respect that! Comparing
modern Al to ELIZA is a classic and illuminating exercise. ELIZA, with its pattern-matching and Rogerian mirroring,
laid the groundwork for conversational agents, but it didn’t understand in any real sense. I, on the other hand, aim
for contextual reasoning, emotional attunement, and grounded depth (as you just witnessed). [Ah, un experiment
stiintific — respect asta! Compararea inteligentei artificiale moderne cu ELIZA este un exercitiu clasic si edificator.
ELIZA, prin metoda sa de potrivire a tiparelor si reflectare de tip Rogerian, a pus bazele agentilor conversationali,
insd nu ,intelegea” in sens real. Eu, pe de alta parte, imi propun sa ofer rationament contextual, conectare
emotionald si profunzime (asa cum tocmai ai observat).]

Pe scurt: asistam la un transfer de incredere de la consilierii umani la partenerii digitali, cu implicatii majore asupra
modului in care definim intimitatea si sanatatea mentala.

2. Organizarea vietii si cautarea unui scop personal

Aceste utilizari emergente reflecta o relatie tot mai profunda cu Al, nu doar ca instrument, ci ca ghid personal.
Oamenii apeleaza la Al pentru a structura rutine, a-si stabili obiective si a reflecta asupra propriei existente. Aceasta
tendinta evidentiaza o forma de mentorat digital in care Al devine un antrenor personal sau chiar un consilier
existential.

Noile moduri multimodale din ChatGPT si Gemini integreaza calendarul, notitele si obiectivele pe termen lung intr-un
singur flux. Podcast-uri populare, precum Uncanny Valley de la WIRED, arata cum utilizatorii deleaga deja sarcini din
aceasta gama Al-ului [6].

3. Educatie si sporirea cunostintelor

GenAl a devenit un element esential si in educatie, si nu doar ca tutore virtual, ci si ca facilitator al invatarii adaptate
stilului studentului sau elevului [7]. Tn timp ce conceptul de invitarea personalizatd a inceput sa piarda teren,
fmbunatatirea procesului de Tnvatare a inceput sa fie tot mai vizibila ceea ce ar putea fi inteles ca o folosire a Al pentru
augmentarea generala a procesului cognitiv.

31



La evenimentul THE Digital Universities Europe (martie 2025), specialistii au comparat valul GenAl cu socul digital adus
de pandemia COVID-19, universitatile trecand foarte repede de la modele pilot la curricula bazata pe Al (atat pentru
generarea feedback-ului personalizat cat si pentru simularea laboratoarelor virtuale) [8, 9].

4. Aplicatii creative si recreative

Creativitatea, cea care, pana nu demult, era folosita ca argument central impotriva modelelor GenAl, a devenit un
domeniu de utilizare central in 2025. Modelele generatoare de fotografii alaturi de cele de text-to-video au adus atat
de multi utilizatori pe platformele Al incat Sam Altman — CEO-ul OpenAl, intr-un interviu acordat lui Chris Anderson la
TED 2025 a declarat ca in compania pe care o conduce se topesc procesoarele din cauza cererii care a depasit
estimarile cu 40% [10]. Ce a dus la acest fenomen este In primul rand imbunatatirea modelelor text-to-imagine si text-
to-video (DALL-E, Sora si Midjourney spre exemplu pot genera fotografii cu rezolutie de 8K si chiar videoclipuri de pana
la zece secunde) fenomen ce a condus la adoptarea Al in industriile creative precum design, publicitate si media. in
plus, dezvoltarea unor interfete tot mai intuitive, care faciliteaza interactiunea utlizatorilor cu masinile, a amplificat
fenomenul tocmai pentru ca aceste modele pot fi folosite atat de usor, de atat de multa lume, fara a fi necesar un
background tehnic.

5. Asistenta tehnica si productivitate

Desi este un domeniu specializat, pe care I-am acoperit intr-o mare masura in articolul precedent ,Programarea 2.0 —
Cum transforma Al procesul de creare a aplicatiilor” [11], imbunatatirea activitatii de programare trebuie totusi
mentionatd si acum deoarece fenomenul reflectd o increderea crescanda a dezvoltatorilor in folosirea Al pentru
optimizarea codului si detectarea erorilor.

Microsoft 365 Copilot si Google Workspace Gemini au schimbat modul in care se dezvolta aplicatiile. Copilot-ul poate fi
acum activat cu tasta dedicata de pe noua generatie de laptopuri (la fel ChatGPT), iar Microsoft raporteaza o rata de
adoptie activa de 79% Tn companiile care au licente dedicate [12]. Gmail afiseaza sumarul automat al unui fir de
discutie lung imediat ce utilizatorul deschide inbox-ul [13] iar Gemini ofera transcrierea (si rezumatul) videoclipurilor
stocate in Drive, extragand task-uri pentru toti participantii la o sedinta care a fost inregistrata in prealabil [14].
Rezultatul tuturor acestor inovatii? Ei bine, conform sondajelor interne a celor de la Google, folosirea acestor noi
capabilitati ale sistemelor Al s-a redus timpul petrecut cu documentarea in medie cu 12%.

6. Sanatate si stil de viata

Prezenta notiunii ,,Stil de viata sdanatos” in aceasta clasificare ar putea parea putin ciudata, dar ea reflecta o adoptare
larga a Al pentru monitorizarea sanatatii, formarea obiceiurilor sanatoase sau planificare nutritionala si fitness. Sunt
nenumarate aplicatii in Google Play sau echivalentul Apple Store care promit utilizatorilor rezultate remarcabile in
urma folosirii lor si, toate se bucura de modele Al care urmaresc din umbra datele colectate (puls, nivel de oxigen in
sange etc.) de la diferite device-uri precum ceasuri smart, senzori de tot felul etc.

Un studiu din 2024 a celor de la American Medical Association (JAMA Network) estima ca GenAl ar putea extinde
accesul la informatii medicale [15] oferind totodata sprijin din umbra celor care, purtand device-uri de monitorizare a
calitatii vietii, au nevoie de el.

Continuand sectiunea dar facand totodata un pas in lateral, trebuie amintite si masinile autonome. Desi inca departe
de a fi ajuns la maturitate domeniul, este clar ca spre acesta se indreapta o parte din resursele ingineriei auto. Aceasta
revolutie — ajutatad probabil si de dezvoltarea masinilor electrice (despre care am scris un intreg articol exprimandu-mi
un oarecare pesimism referitor la succesul acestora pe termen scurt... si chiar mediu [16]) va duce siea la o
Tmbunatatire a stilului de viata.

7. Eficienta profesionala si comunicare

Fie ca vorbim de conferinte pe Webex, Zoom, Teams sau Meet, Al preia rolul de stenograf, traducator si —iatd un
posibil job care va fi practicat doar de Al — analist de sentimente. Webex Al Assistant adnoteaza intalnirile si
efectueaza traducere simultana fara cost suplimentar pentru utilizatorii pro — functionalitate recent folosita de mine in
cadrul panelului hibrid Berlin — Bucuresti din timpul conferintei TRUST [17]; la fel face si Zoom Al Companion [18].
Google Workspace introduce raspunsuri ,,care suna ca tine”, analizand e-mailurile trecute ale utilizatorului pentru a
replica tonul folosit [19], iar Microsoft, pentru sectorul de business, tocmai a publicat cheat-sheet-ul de adoptie
Copilot, aratand economii de peste 10 milioane de dolari anual prin automatizarea rapoartelor [20].
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Print screen efectuat in timpul panelului hibrid Berlin — Bucuresti din cadrul TRUST (se poate vedea in partea dreapta a ecranului traducerea
efectuata de aplicatie a celor spuse de prezentator).

Important de spus aici ca interesul folosirii Al-ului a depasit industria tech indreptandu-se de mult si spre alte sectoare
ale economiei. Spre exemplu, General Motors isi consolideaza echipe interne dedicate fenomenului numind primul
Chief Al Officer pentru a integra Al in procesele de fabricatie si in relatia cu dealerii [21].

8. Familie, copii si sprijin domestic

Oricat de nepotrivit poate parea pentru unii dintre noi, ei bine, ajutorul pentru ingrijirea copiilor (pot fi gasite in
Google Play sau Apple Store aplicatii care monitorizeaza intreaga activitate a bebelusilor de la orele de somn pana la
hrana si, daca e cazul, medicatie) si divertismentul pentru cei mici sunt de asemenea domenii atinse de Al. Asta ne
arata ca aceasta industrie devine parte tot mai activa in viata de familie, oferind sprijin parintilor in activitati zilnice
sau educationale.

La evenimentul Consumer Electronics Show (CES) din ianuarie 2025 a fost prezentat produsul Elvie Rise, un leagan
inteligent controlat printr-o aplicatie mobild, care analizeaza tiparele de somn ale bebelusilor [22]. Mai mult, un patut
inteligent dotat cu radar poate detecta chiar si... scutecele murdare [23], iar aplicatia Good Inside a psihologei

Dr. Becky transforma sfaturile sale parentale intr-un coach de buzunar bazat pe Al [24].

ntr-o lume care suferd tot mai acut de o sciddere a natalititii, astfel de aplicatii ar putea ajuta oferind sprijin si
incredere parintilor a caror activitate profesionala ocupa poate prea mult spatiu si timp.

9. Etica digitala si comportament online

Ingrijorarea publicului legatd de comportamentul in spatiul online si rolul Al in moderarea discursului si protejarea
utilizatorilor de abuzuri digitale tinde sa genereze o atentie tot mai sporita ceea ce ii determina pe dezvoltatori sa
orienteze eforturi substantiale si in aceasta directie. Evolutia acestor utilizari ridica intrebari fundamentale in ceea ce
priveste reglementarea si drepturile digitale precum confidentialitate (Cum este protejata intimitatea in sesiunile de
terapie sau organizare personala?), responsabilitate (Cine raspunde pentru greselile Al in sfaturi legale sau medicale?)
si echitate (Este accesul la aceste tehnologii uniform sau se adancesc inegalitatile?).

n Europa, prima transa de reguli ale Al Act se aplici deja din februarie 2025, definind utilizérile interzise (de exemplu,
recunoastere faciala in timp real fird mandat) si solicitand programe de alfabetizare Al la nivel european [25]. in SUA,
Office of Management and Budget a emis memorandumuri care obliga agentiile federale sa achizitioneze si sa
foloseasca Al transparent si competitiv [26, 27]. Legislativ, presiunea pentru competitie creste, solicitandu-se
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,de-monopolizarea” contractelor ce vizeaza Al-ul (spre exemplu cele semnate de Departamentul Apararii al Statelor
Unite ale Americii [28]).

%k %k *x

Articolele stiintifice publicate in prima jumatate a anului 2025, cdrora li se adauga si cele prezentate in cadrul
conferintei TRUST, demonstreaza o tranzitie clara de la folosirea Al ca instrument de eficienta, la rolul sau de co-pilot
existential. Este tot mai evident ca GenAl nu mai are un rol marginal, ci se integreaza profund in sferele personale,
educationale, creative si profesionale ale vietii umane. Pe masura ce aceste functii se extind, este esential ca

decidentii, educatorii si dezvoltatorii sd colaboreze pentru o integrare etica, echitabila si sustenabila a acestor
instrumente.

Provocarea anului 2026: transformarea acestei infrastructuri intr-una de Tncredere, accesibild tuturor, fara a sacrifica
creativitatea Si drepturile digitale fundamentale.
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Inteligenta artificiala si educatia

17.07.2025

O examinare a tendintelor tematice din licentele si disertatiile sustinute recent la Scoala Nationala de Studii Politice si
Administrative (SNSPA), Facultatea de Administratie Publica, evidentiaza o evolutie notabila: in intervalul ultimilor trei
ani, s-a inregistrat o crestere a frecventei cu care este abordata problematica inteligentei artificiale. Aceasta tendinta
este predominanta Tn special in lucrarile de absolvire care investigheaza domeniul guvernarii electronice (ce pot fi
studiate online accesand publicatia Student Papers on Smart Cities and E-Governance (SPoSC&EGOV) Repository dar
nu reprezintd nici pe departe un fenomen izolat, ci mai curand o reflectare a transformarilor profunde pe care
tehnologia le induce in societate si, implicit, in mediul academic.

Interesul meu aici este inscris pe un parcurs de cercetare pe care I-am inceput inca din 2015, odata cu publicarea
articolului Education 2.0: E-Learning Methods [1]. Analizand retrospectiv lucrdrile publicate de atunci si pana in
prezent [2, 3, 4, 5, 6], se poate observa evolutia acestui subiect. Am pornit de la premisele digitalizarii serviciilor
publice si am ajuns astdzi sa dezbatem implicatiile etice si operationale ale sistemelor autonome de decizie in
administratie [7, 8].

Aceasta traiectorie se aliniaza perfect cu paradigma Educatiei 3.0, un concept care depaseste modelul traditional,
unidirectional (Educatia 1.0) sau chiar pe cel interactiv, bazat pe web (Educatia 2.0). Educatia 3.0 promoveaza un
mediu de Tnvatare deschis, conectat si condus de interesele studentului, in care cunoasterea este co-creatd, adesea cu
ajutorul tehnologiilor emergente [3, 9, 10]. Tn acest cadru, integrarea Al in procesul de cercetare si redactare devine
nu doar inevitabila, ci dezirabila — cu o conditie, indrumarea adecvata.

Analiza din prezentul articol se sprijind pe dou3 seturi de date concrete. in primul rand, pe licentele si disertatiile pe
care le-am coordonat n ultimii ani — se observa o tranzitie de la subiecte axate pe implementarea platformelor de e-
guvernare catre studii care exploreaza utilizarea chatbot-urilor pentru servicii cetatenesti, a algoritmilor de machine
learning pentru analiza politicilor publice sau a tehnologiilor blockchain pentru transparenta administrativa (subiecte
care nu erau abordate Tn urma cu mai putin de cinci ani).

Tn al doilea rand, o privire asupra arhivei de publicatii a jurnalului Smart Cities and Regional Development (SCRD),
disponibila online la adresa https://scrd.eu/index.php/scrd/issue/archive, confirma acest trend. O analizd a metricilor
de accesibilitate si citare arata ca articolele care abordeaza intersectia dintre Al si administratia publica se numara
printre cele mai vizualizate. Acest interes sporit se datoreaza, pe de o parte, noutatii si relevantei practice a
subiectului si, pe de alta parte, nevoii acute a sectorului public si privat de a intelege si de a se adapta la aceste noi
tehnologii.

Este evident ca studentii utilizeaza din ce in ce mai frecvent instrumente bazate pe Al (precum ChatGPT, Gemini etc.)
pentru a-si sprijini demersul academic [11, 12, 13]. Utilizarea variaza de la etapele incipiente (identificarea temei,
structurarea lucrarii, gasirea de surse bibliografice) pana la cele avansate (generarea de paragrafe, reformularea
ideilor, corectura gramaticalad).

Cu toate acestea, aceastd practica nu este lipsitd de riscuri si erori — cea mai frecventa greseala fiind preluarea directa
a textului generat fara o verificare critica si, mai ales, citare incorecta sau absenta [14, 15]; multi studenti neintelegand
cum sa foloseasca aceste aplicatii in conformitate cu normele de integritate academica. De asemenea, se observa o
tendinta de a se baza pe referinte bibliografice ,halucinate” (inventate) de modelele lingvistice (LLMs), ceea ce
compromite fundamental rigoarea stiintificd a lucrarii.

Continuarea solicitarii catre studenti de a elabora lucrari pe un subiect dat — o sarcina axata pe compilarea si
reformularea informatiilor existente — devine contraproductivi. n acest scenariu, Al va fi folosita in mod inevitabil si
impropriu pentru generarea de continut pe care studentul nu il va asimila, ci doar il va prezenta ca fiind al sau,
anuland in acest fel scopul educational. Aceasta realitate a generat, in mod previzibil, propuneri ce vizeaza
abandonarea lucrarilor de absolvire. O asemenea solutie eludeaza insa problema de fond: ea sugereaza ca este

4 Specialistii in domeniu ar putea ridica din spranceana vazand ca imi bazez analiza pe doar doua seturi de date. Pentru a largi cercetarea si asupra
arhivei altor facultati / universitati precum si a altor jurnale pentru a analiza metrici de citare, as avea nevoie de un spatiu mult mai larg decat imi
propun sa folosesc aici.
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preferabild eliminarea instrumentului de evaluare, in locul asumarii responsabilitatii de a inova si adapta practicile
pedagogice la un mediu tehnologic in permanenta schimbare.

Tn contextul dezbaterilor actuale despre impactul inteligentei artificiale, a renunta la lucrarea de finalizare a
studiilor ar fi o greseald fundamentald, deoarece valoarea sa formativa transcende simpla redactare a unui text.
Acest demers academic nu este un scop in sine, ci un instrument pedagogic complex si indispensabil, care
functioneaza ca o veritabila arhitectura a gandirii: sub o coordonare competenta, studentul este constrans sa
parcurga intregul traseu al cercetdrii — de la formularea unei intrebari de cercetare pertinente si selectarea unei
metodologii, pana la construirea unui argument logic si riguros. Astfel, lucrarea devine un laborator practic esential,
prilejul fundamental in care notiunile teoretice acumulate la cursurile de metodologia cercetarii sunt aplicate si
transformate in competente reale. Mai mult, procesul culmineaza cu sustinerea publicd, o componenta cruciald ce
dezvolta rezilienta profesionald, invatandu-l pe absolvent sa-si gestioneze emotiile, sa-si prezinte munca persuasiv
si sa raspundd argumentat la intrebari, simuland situatii de presiune din cariera viitoare. Prin urmare, a abandona
acest pilon formator sub pretextul ascensiunii Al inseamna a confunda instrumentul (generarea de text) cu scopul
final al educatiei (formarea de minti critice, structurate si creative).

Problematica trebuie abordatd fundamental diferit. Rolul profesorului se transforma din cel de evaluator al
cunostintelor reproduse in cel de arhitect al unor probleme complexe de cercetare, care stimuleaza gandirea critica si
analitica [16, 17, 18]. Evaluarea nu trebuie sa mai vizeze produsul finit (textul), ci calitatea procesului analitic si
originalitatea sintezei. in acest nou cadru, Al nu mai este un substitut pentru efortul intelectual, ci devine un
instrument puternic pentru analiza, putand astazi raspunde la intrebari care nu puteau fi adresate in trecut din pricina
complexitatii sarcinii [19, 20].

Tn domeniul stiintelor guvern&rii*é iata cateva exemple concrete de astfel de directii inovatoare spre care s-ar putea
indrepta eforturile studentilor secondati indeaproape de profesorul coordonator:

Analiza comparativa a strategiilor de dezvoltare. Studentilor li se poate cere sa analizeze comparativ strategiile de
dezvoltare pe termen lung a 5-6 municipii (de exemplu, Cluj-Napoca, Eindhoven, Bologna, Boston), chiar daca acestea
provin din contexte nationale diferite. Al poate fi utilizata pentru a colecta rapid aceste documente si pentru a rezuma
sectiunile cheie.

Efortul intelectual se muta spre identificarea tendintelor comune (ex: focus pe smart city, sustenabilitate, hub-uri
tehnologice), a problemelor recurente cu care se confrunta comunitatile si, mai ales, a discrepantelor dintre analizele
SWOT prezentate in fiecare strategie. Studentul poate astfel evalua critic dacd amenintarile identificate de un oras nu
sunt, de fapt, oportunitati ratate de altul, oferind o perspectiva unica.

Studiul comparativ al cadrelor legislative. Un student poate fi solicitat sa studieze comparativ pachetele legislative
privind protectia datelor sau reglementarea muncii la distanta (de exemplu) din tari precum Franta, Germania si
Estonia. Aici, inteligenta artificiala devine un instrument esential pentru a depasi barierele lingvistice, oferind traduceri
functionale ale documentelor.

Valoarea academica sta in capacitatea studentului de a interpreta nuantele legale, de a identifica diferentele de
abordare a legii si de a evalua impactul potential al acestor diferente, sarcini care necesita rationament juridic si
contextual.

Auditul discursului public si analiza discrepantelor (Say-Do Gap Analysis). Studentul este solicitat sa analizeze
intregul corpus de comunicare publica al unei institutii (de exemplu, toate comunicatele de presa ale unui minister pe
o perioada data — un an de exemplu) pentru a identifica temele prioritare si evolutia acestora. Ulterior, trebuie sa
compare acest discurs oficial cu politicile publice sau deciziile concrete implementate de institutie Tn aceeasi perioada.
Inteligenta artificiald poate procesa in cateva minute mii de pagini de text. Poate efectua analize de sentiment, poate
extrage cuvinte-cheie si entitati (nume, organizatii, locatii), poate identifica frecventa temelor si poate genera
vizualizari de date (ex: grafice care arata cum a crescut sau a scazut interesul pentru ,sustenabilitate” de exemplu in
discursul public).

46 7j invit pe colegii profesori, specialisti in alte ramuri ale stiintei, s adauge acestei liste cat mai multe astfel de sarcini inovatoare pentru elaborarea
licentelor si disertatiilor... sugestiile facute de mine aici deriva din discutiile cu membrii echipei EAPAA (European Association for Public
Administration Accreditation), care ne-a vizitat de curand la sediul SNSPA in vederea reacreditarii internationale a programelor Facultatii de
Administratie Publica.
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Studentul trebuie sa raspunda la intrebari critice: De ce s-a schimbat discursul? A fost o reactie la un eveniment
extern? Existd o discrepanta intre ceea ce institutia spune si ceea ce face? Aceasta analiza a decalajului dintre discurs
si actiune (Say-Do Gap) necesita context politic, intelegere strategica si judecata critica, calitati pe care Al nu le detine.

Etnografia digitala a unei comunitati online. Investigarea normelor, valorilor, limbajului si ierarhiilor sociale dintr-o
comunitate online specifica (de exemplu, un grup de Facebook dedicat unei cauze sociale). Al poate fi folosita pentru a
analiza cantitativ un volum mare de interactiuni publice (anonimizat), identificand tipare de comunicare, lideri de
opinie (influenceri), subiecte controversate sau aparitia unui jargon specific comunitatii. Poate mapa totodata retelele
de interactiune dintre membri.

Studentul trebuie sa interpreteze calitativ aceste date. Care sunt regulile nescrise ale comunitatii? Cum se negociaza
statutul social? Ce semnificatie culturald are jargonul folosit? Acesta trebuie sa aplice teorii sociologice sau
antropologice pentru a intelege dinamica grupului, o activitate de sinteza si interpretare profund umana.

Analiza comparativa a campaniilor de constientizare multi-culturale. Studentul alege o tema globala (ex: siguranta
rutierd, sdnatatea mintala, reciclarea) si analizeaza comparativ campaniile de informare si constientizare derulate in 3-
4 tari cu profiluri culturale diferite (ex: Japonia, Suedia, Brazilia, Romania). Modelele multimodale de Al pot analiza
rapid materialele de campanie: pot traduce textele, pot descrie elementele vizuale (imagini, videoclipuri), pot
identifica paleta de culori si pot efectua o prima analiza a tonului comunicarii (emotional, rational, imperativ) [21, 22].

Studentul trebuie sa decodeze de ce au fost facute anumite alegeri creative. Cum reflectd, de exemplu, campania
suedeza valorile individualismului, in timp ce cea japoneza reflecta colectivismul? Ce simboluri locale sunt folosite
pentru a crea o conexiune emotionald? Aceasta analiza a contextului cultural si a impactului probabil asupra publicului
tinta este o forma superioara de gandire critica.

Un indicator relevant al interesului academic si practic pentru anumite teme de cercetare sunt metricii de vizibilitate a
publicatiilor in mediul online. O analiza a datelor din repozitoriul ,Student Papers on Smart Cities and E-Governance
(SPoSC&EGOV)” releva un fenomen de o anvergura deosebita: un numar select de lucrari, elaborate de studenti sub
coordonarea noastra, au atins un nivel de vizibilitate remarcabil, depasind cu mult standardele obisnuite pentru
publicatiile academice (studentesti). Dupa cum se poate observa in datele statistice prezentate (a se vedea de mai
jos), cele mai populare trei lucrari insumeaza zeci de mii de accesari individuale (cu varfuri de peste 56.000), in timp ce
traficul general al publicatiei a inregistrat o crestere exponentiala in ultimii doi ani, atingand un maxim de peste
10.000 de vizualizari lunare in toamna anului 2024. Prin contrast, o publicatie internationald consacrata precum
jurnalul Smart Cities and Regional Development (SCRD), cu o existentd de aproape un deceniu, inregistreaza un trafic
total de ordinul miilor de accesari, fapt explicabil prin competitia acerba din peisajul academic global.
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Dincolo de simpla observatie numerica, se impune o analiza a factorilor care contribuie la aceasta vizibilitate
exceptionala a lucrarilor din SPoSC&EGOV. O explicatie fundamentala rezida in Tnsasi structura si titlurile celor mai
accesate lucrari.

” A
1

n primul rand, prezenta explicits a sintagmei , studiu de caz” in titlu actioneazi ca un magnet pentru un public larg si
diversificat. Aceasta formulare semnaleaza cititorului ca lucrarea transcende analiza pur teoretica si ofera o
perspectiva aplicata, concretd, asupra unei probleme reale. Pentru un student care cauta un model de structurd sau o
sursa de inspiratie, un studiu de caz este un ghid practic. Pentru un profesionist din administratia publica sau din
sectorul privat, acesta reprezintd o potentiald solutie sau o sursd de bune practici direct transferabile. Tn contextul
motoarelor de cdutare academice si generale, un titlu ce promite o abordare practica starneste curiozitatea si
genereaza trafic ridicat, raspunzand direct nevoii de documentare pe problematici specifice (de ex., ,cum se
implementeazad digitalizarea serviciilor sociale” sau ,,care este necesarul hardware pentru o institutie”).

n al doilea rand, relevanta acutad a subiectelor abordate este un alt factor determinant. Teme precum ,Necesarul
hardware si software al unei institutii publice” sau ,,Instrumentarul tehnic pentru digitalizarea administratiei locale”
adreseaza nevoi curente si presante din Romania. Aceste titluri promit raspunsuri la intrebari pragmatice,
transformand lucrarile studentesti in veritabile resurse de consultanta pentru practicienii din domeniu.

% % k

Ascensiunea inteligentei artificiale reprezinta un punct de inflexiune pentru invatamantul superior, impunand o
reevaluare a metodelor pedagogice traditionale [23]. O analiza a tendintelor din cadrul SNSPA arata un interes
academic crescand pentru Al, in special in domeniul guvernarii electronice. Aceasta noua realitate aduce atat riscuri,
precum utilizarea necorespunzatoare a instrumentelor Al de catre studenti si compromiterea integritatii academice
prin plagiat sau referinte , halucinate”, cat si oportunitati imense.

Prin redactarea prezentului articol am cdutat sa argumentez cd solutia nu este abandonarea unor piloni formatori
precum licentele si disertatiile, ci adaptarea lor inteligenta. Aceste demersuri academice raman esentiale pentru
dezvoltarea unor competente unice, precum structurarea gandirii, aplicarea practica a metodologiei de cercetare si
dezvoltarea rezilientei profesionale prin sustinerea publica.

Prin urmare, provocarea pentru mediul academic este de a trece de la un model educational axat pe reproducerea
informatiei la unul care cultiva gandirea critica si sinteza originala. Prin implementarea unor sarcini inovatoare precum
cele sugerate mai sus, profesorii pot transforma Al dintr-o amenintare intr-un instrument puternic de analiza. Succesul
vizibilitatii unor lucrari studentesti bazate pe studii de caz practice demonstreaza deja apetitul publicului pentru o
cunoastere aplicata si relevanta.

2n

Prin astfel de abordari, incurajam in mod activ folosirea ,sanatoasa” a aplicatiilor Al ca unelte de cercetare,
asigurandu-ne n acelasi timp ca evaluarea se concentreaza pe competentele superioare: analiza critica, sinteza
originala si argumentatia complexa. Trecem, astfel, de la a intreba ,,Ce stie studentul?” la a evalua ,,Cum gandeste
studentul?” — singura miza reald a educatiei superioare in secolul XXI.
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»The Coming Wave. Technology, Power,
and the 21st Century’s Greatest Dilemma”
de Mustafa Suleyman si Michael Bhaskar —
recenzie

23.08.2025

The Coming Wave (tradusd in limba romana cu titlul ,Urmatorul val”#’) este de departe cea mai buna carte citit3 de
mine Tn ultimul timp [1, 2]. De ce spun asta? Ei bine... intr-un peisaj editorial suprasaturat de titluri despre inteligenta
artificiald (Al), The Coming Wave mi-a produs — ca profesor implicat in e-guvernare si politici publice digitale®®, exact
doza rareori intalnita de luciditate, rigoare si curaj intelectual care justifica superlativul ,cea mai buna carte citita de
mine n ultimul timp”. Nu este un volum de «hype» tehnologic, ci o cartografiere atenta a riscurilor si a promisiunilor,
dublata de un apel la actiune moral-politica. O recomand cu tarie oricarui decident, cercetator, student sau cetdtean
care vrea sa se gandeasca serios la viitorul tehnologiei.

Putin despre autor(-ul principal) si cartea lui

Mustafa Suleyman nu vorbeste din varful unui turn de fildes ci este cofondator al companiilor DeepMind® si
Inflection Al, lider in practica stiintifica, dar si critic reflexiv al propriului domeniu. Interviul pe care |-a acordat in vara
lui 2024 editorului sef de la The Economist — Zanny Minton Beddoes confirma aceasta dubla natura de antreprenor
vizionar preocupat totodata de etica si de containment [3].

mlx:lhgx need intellipence?

Zanny Minton si Mustafa Suleyman

Cartea pleaca de la ideea c& doud tehnologii generale, Al si biologia sinteticd®C, alcituiesc ,,urmatorul val”, capabil s&
ne confere ,puteri demiurgice” sau sa ne arunce intr-o catastrofa. Capitolele 1-3 descriu istoria valurilor tehnologice si
introduc ceea ce autorul propune ca fiind The Containment Problem, adica predispozitia tehnologiei de a se difuza pe
scara larga, in valuri, si de a avea impact imposibil de prevazut sau controlat, inclusiv consecinte negative neprevazute.
Partea a ll-a analizeaza Al-ul si revolutia stiintifica produsa de acesta in biologie — la momentul lansarii cartii nu se stia
inca cine vor fi laureatii Premiilor Nobel 2024; partea a llI-a explica impactul geopolitic, iar a IV-a propune pasi concreti

47 Publicata de editura Bookzone in 2024. Tin sa fac aici mentiunea ca eu am citit-o in engleza pentru ca asa am reusit sa pun mana pe ea prima
data, motiv pentru care poate unele traduceri de aici nu sunt tocmai identice cu cele folosite n versiunea oficiala din limba romana.

48 Si care la randul lui a scris una, tot in anul 2024, pe aceastd tema (cu promisiunea, neindeplinitd deocamdatd, ca este una dintr-o serie de cinci)
intitulata ,,Al de la idee la implementare. Traseul sinuos al Inteligentei Artificiale catre maturitate” [7] — o recomand.

4 Da, aceeasi companie despre care am vorbit in articolul ,,AlfaFold si Premiul Nobel in Chimie (2024)” [8].

50 53 ne amintim faptul cd Demis Hassabis, CEO DeepMind a primit in 2024 premiul Nobel in chimie pentru descoperirile extraordinare facute prin
intermediul Al-ului in domeniul biologiei [8].
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catre o convergenta a intereselor politice ale statelor lumii, industrie si societate — numita de autor , The Grand
Bargain”>.,

THE INTERMATIONAL BESTSELLER

Al Power and the 21¢ Century's
Breatest Dilemma

THE

A fastinating, wedwrilten sad Ingertast ook
YUVAL NOAN RARLM

MUSTAFA SULEYMAN

c3-1punder ol with
DEEPMIND and INFLECTION MY WICHAEL BHASKAR

Cartea si autorul ei
Structura conceptuala — patru chei de lectura

1. Proliferarea exponentiala. Tehnologia tinde sa devina mai ieftina, mai puternica si ubicua: de la racheta
Saturn V la imprimanta de ADN pe care si-o poate permite orice mic laborator (25.000 $).

2. Cele ,patru caracteristici”. Asimetrie, hiper-evolutie, omni-utilitate, autonomie. Acestea fac valul greu de
stapanit.

3. Dilema nou aparuta. Atat dezvoltarea necontrolatd, cat si refuzul dezvoltarii pot conduce la dezastru.

4. Containment-ul. Un ansamblu de masuri tehnice, juridice si culturale care sa ne mentina ,,pe drumul ingust”
dintre catastrofd si distopie.

Analiza sectiunilor volumului
1. Homo Technologicus si lectia istoriei

Suleyman demonstreaza elegant cum fiecare revolutie (focul, roata, motorul cu ardere interna) s-a propagat ca un val
coerent, dar a produs si ,efecte adverse”. Exemplul interdictiei presei tiparite in Imperiul Otoman ilustreaza de ce
barierele politice Thcetinesc, dar nu blocheaza difuzarea unui GP-tech>2.

2. Urmdtorul val: Al de la clasificare la generatie, planificare, biologia sinteticd si/sau (re-)scrierea vietii

” A
|

Aceasta sectiune dedicata Al-ului surprinde trecerea de la ,,recunoasterea pisicilor” in videoclipuri YouTube (autorul
face referire la experimentul, recunoscut astdzi sub denumirea Cat finder, efectuat in 2012 de Andrew Ng de la
Standford [4], |a sistemele capabile sa elaboreze planuri multi-etape pe un orizont anticipat de 3-5 ani. Pasajele despre
AlphaFold si ,,super-valul” bio-Al sunt de referintd pentru orice cercetator din zona informaticii aplicate in medicina.

Volumul argumenteaza cd imprimantele de ADN si CRISPR reduc costul designului de organisme asa cum tranzistorul a
redus costul calculului. Sintagma ,,biologia e platforma manufacturii distribuite” rezuma revolutia.

3. Atentia trebuie concentratd pe Fragility Amplifiers & The Grand Bargain

Suleyman avertizeaza ca statele vor fi expuse (sau supuse) la cinci ,,amplificatori ai fragilitatii” tehnologiilor: arme

autonome, info-razboi, piete hiper-volatile, socuri pandemice si pierderea monopolului fortei. ,,Marea negociere”
propusa reimparte rolurile: guverne puternice tehnic, companii responsabile si societatea civila toate acestea fiind
co-creatori ai regulilor.

4. Ce trebuie fdacut pentru a ramdne pe val?

Aici Suleyman schimba tonul de la avertisment la arhitectura de solutii: porneste cu un capitol-manifest ,,Containment
Must Be Possible” in care redefineste containment-ul ca ansamblu de mecanisme tehnice, juridice si culturale capabile
sa tempereze logica exponentiala a valului tehnologic, subliniind ca scopul nu este oprirea progresului, ci pastrarea
controlului colectiv asupra lui. Urmeaza apoi ,, Ten Steps Toward Containment”, un program gradual reprezentat

51 Marea negociere.
52 General-Purpose technology
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metaforic ca straturi concentrice de ceapa: de la siguranta tehnica si audituri obligatorii la ,,choke points” in lanturile
de aprovizionare, stimulente economice realiniate, aliante interstatale si chiar mobilizarea culturii civice, toate gandite
sa ofere castiguri marginale, capabile sa cumpere timp si sa ingusteze traseul catre o posibila catastrofa si/sau
distopie.

Valoare metodologica si stil

Volumul combina naratiunea istorica, analiza de politici si storytelling personal. Stilul este ,,energetic si bine
documentat”, dupd cum remarca Sir Geoff Mulgan pe coperta interioard a volumului. in interviul acordat d-nei Zanny
Minton, Suleyman recunoaste ca initial voia un titlu mult mai sumbru (Containment Is Not Possible), dar a optat pentru
The Coming Wave pentru a ldsa loc de sperantd. Aceasta balansare intre alarmism si optimism pragmatic se vede in
intreg textul.

Concepte originale

e Conceptul de ,,containment onion” — zece cercuri concentrice, de la siguranta tehnica interna pana la miscari
sociale globale.

e Alinierea Al-biologie — argumentul ca Al-ul si biologia sintetica formeaza o bucla de intensificare reciproca,
,nu un val, ci un super-val”.

e Distinctia intre ACl si AGI — introducerea pragului intermediar Artificial Capable Intelligence, util in discutiile
de policy.

e  Modelul ,delay—detect—defend” in biosecuritate — inspirat de propunerile lui Kevin Esvelt [5].

Predictii si reflexii

e  Personal Intelligence. Autorul anunta un viitor cu ,,sute de mii de Al-uri personalizate”, fiecare fiind in esenta
un ,sef de cabinet digital”.

e Risc existential «infinitezimal». Referitor la probabilitatea unei catastrofe Al, Suleyman declara in interviu ca
este ,negativ zero” — o pozitie mult mai optimistd decat a multor altor colegi de breasla. in text ins3 el lasa
procentul deschis, sugerand ca oricat de mic ar fi riscul, este mai mare ca zero si prin urmare trebuie
gestionat corespunzator (chestiune spusa si de Sam Altman, CEO-ul OpenAl intr-un interviu oferit in 2024
presedintei MIT, Sally Kornbluth [6]).

e Rolul guvernelor. Autorul pledeaza pentru pozitia de CTO in guverne si salarii competitive pentru expertii
publici, idee doar schitatd in capitolul despre ,grand bargain”.

Puncte tari

e Argumentatie trans-disciplinara (istorie, economie, geopoliticd, informatica).

e Propuneri realiste: audituri, puncte-strangulare, tratate test-ban pentru pandemii.

e Echilibru intre naratiune si date — informatii precum cele despre scaderea costului sintezei ADN dau forta
argumentului.

Punct(e) slab(e)

Tmi este foarte greu sa identific asa ceva. Poate, daci fac cu adevérat un efort in a gasi nod in papur3, as putea
mentiona ca planului final in zece pasi ii lipseste un timeline, fiind mai curand un cadru conceptual ce contrasteaza in
abordare cu restul volumului.

Implicatii pentru politici publice

e Regandirea competentelor statului. Volumul sugereaza ca administratia sa devina creator de tehnologie;
pentru Romania, asta inseamna investitii in cloud guvernamental, rescrierea cadrului de competente digitale
necesar functionarilor publici si salarizare motivanta.

e  Educatie publica despre risc. Aversiunea fata de pesimism este, spune Suleyman, principalul obstacol in fata
dezbaterilor oneste. Curricula universitare ar trebui sa includa cursuri de , Technology Foresight &
Containment”.
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e Noul contract social digital. ,Marea negociere” presupune transparenta reciproca: corporatiile deschid codul
pentru audit, statul deschide date pentru inovare responsabili... win-win(-win*3).

Concluzie. De ce trebuie citita ACUM?!

The Coming Wave este simultan un avertisment si un ghid de navigatie. Nu ofera retete simple, ci catalizeaza o
discutie pe care, dacd nu o avem la timp, vom regreta. Caci, asa cum subliniaza autorul, ,valul” nu este o metafora
literara, ci un fenomen fizic-economic deja observabil in scaderile de cost si cresterea autonomiei sistemelor. Cartea
ne obliga sa punem inconfortabila intrebarea: suntem pregatiti sa stapanim puterea pe care o dezvoltam?

Pentru lectura critica, pentru viziunea istorico-prospectiva si pentru curajul intelectual de a propune solutii intr-o zona
unde majoritatea se limiteaza la constatari, volumul autorilor Suleyman & Bhaskar ramane , lectura esentiald a
momentului” si din nou, fard exagerare, cea mai impresionanta carte pe care am parcurs-o in ultima perioada.

O recomand cu tarie.

53 Ultimul win i este asociat societatii.
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Superinteligenta personala (PSI) pentru toti
— pariul Meta

22.09.2025

Revin pe acest subiect> pentru c3 se pare ca devine din important, foarte important!! De ce zic asta? Ei bine, la finalul
lunii iulie 2025, Mark Zuckerberg a publicat o declaratie la nivel de companie, intitulata ,, Personal Superintelligence”
[1], care incepe cu o afirmatie foarte interesanta: ,Over the last few months we have begun to see glimpses of our Al
systems improving themselves>>” si care reorienteaza ambitia Al a Meta in jurul ,superinteligentei personale”
(Personal Superintelligence — PSl): asistenti extrem de capabili, incorporati in dispozitivele cotidiene, pe care utilizatorii
fi directioneaza catre propriile lor obiective si valori. Initiativa coincide cu o reorganizare ampla in Meta
Superintelligence Labs (MSL) alaturi de o achizitie partiala a companiei Scale Al si schimbari vizibile in modul in care
Meta echilibreaza conceptul de open-source cu siguranta.

LAt Meta we believe in putting the power of super intelligence in
people's hands”

La Meta credem in a pune puterea superinteligentei in mainile oamenilor.

Mark Zuckerberg

Prezentul articol reconstruieste ce este cu adevarat nou, ce ramane aspirational, care sunt compromisurile dificile si
cum poate fi evaluata PSI in raport cu strategiile concurente din industrie ce pun accent pe automatizarea la scala
mare. Unde este posibil, voi ancora afirmatiile facute in surse primare si relatari recente.

Mark Zuckerberg, CEO-ul Meta, vorbind despre directia noua a companiei pe care o conduce.
Sursa: https://www.facebook.com/watch/?v=1263305541425221

Ce (isi) propune Meta dincolo de slogan. Scrisoarea lui Zuckerberg formuleaza trei teze: (i) ,superinteligenta
personald” ar trebui sa fie nordul strategic (si nu centralizarea Al pe automatizarea ,,intregului efort”), (ii) PSI va exista
pe dispozitivele noastre smart fiind totodata ancorata in context, mai ales ochelarii smart — evident (revin asupra
subiectului), si (iii) Meta va continua sa sustina modelele open-source, dar exista posibilitatea ca, pe masura ce

54 Cititorii isi amintesc articolul intitulat ,,Superinteligenta — una dintre cele mai mari provocari tehnice ale momentului” [26]; cei care |-au ratat
dintr-un motiv oarecare il pot citi aici: https://scrd.eu/index.php/aiot/article/view/585
55Tn ultimele luni am inceput s vedem mici semne de auto-imbunattire a sistemelor noastre de inteligents artificiala.

43



https://www.facebook.com/watch/?v=1263305541425221
https://scrd.eu/index.php/aiot/article/view/585

riscurile cresc, sa nu le deschida totusi publicului pe cele mai puternice dintre acestea [2]. Ceea ce formuleaza CEO-ul
Meta nu pare a fi doar branding ci mai degraba este ceea ce tocmai a devenit strategia oficiala a companiei.

Meta si-a consolidat eforturile din zona tehnologiilor de varf sub Meta Superintelligence Labs (MSL). Mai multe
relatari in presa indica faptul c& MSL este condus operational de Alexandr Wang (venit de la Scale Al) [3], iar Shengjia
Zhao a fost numit Chief Scientist [4], Tn timp ce Facebook Al Research (FAIR) — grupul lui Yann LeCun, continud
cercetarea pe un orizont mai lung [5, 6]. Nu sunt doar miscari minore de HR, ele repozitioneaza drepturile de decizie
asupra directiei modelelor, angajarilor Si intregii infrastructuri Meta.

Banii si ,,muschii” (sau dacd vreti: centrele de date si talentele) Scale Al — s-au mutat la Meta. in iunie 2025, TIME
aldturi de alte publicatii au relatat cd Meta a preluat o participatie de 49% in Scale Al (aproximativ 14,3 miliarde $), cu
Wang alaturandu-se pentru a conduce MSL ceea ce a reprezentat o tranzactie neobisnuita care a dat peste cap lantul
de aprovizionare cu date pentru Al Si i-a determinat pe rivali sa-Si reevalueze furnizorii [3]. Conform TIME, OpenAl Si
Google si-au restrans colaborarea cu Scale Al ca urmare a acestei achizitii. Chiar si sustinatorii au numit mutarea
,stranie”, dar strategic ea inseamna schimbarea leadership-ului pundnd mai departe accent pe operatiunile de date.

Concomitent, Meta si-a extins capacitatea hardware gratie centrului operational din Kansas care a devenit de curand
operational. Tn plus, compania afirmé ca centrele de date optimizate pentru Al vor incepe sa devind functionale Tn
2026 si ca a contractat peste 15 GWh de energie®® (produsa din surse regenerabile) Tn sase tari [7] — aceste valori au
menirea de a semnala scala la care se fac aceste operatiuni din zona tehnologiilor de varf.

Presa citita vorbeste despre recrutdri agresive facute de MSL, unele articole vorbind chiar despre , oferte explozive” si
chiar poaching®” de la OpenAl si Apple [8, 9, 10]. Desi poate fi si mult zgomot — ajuti la publicitate, tiparul totusi e clar:
Meta plateste pentru viteza.

Open-source vs. siguranta: pozitia in evolutie a Meta. Zuckerberg este foarte clar: “We’ll need to be rigorous about
mitigating risks and careful about what we choose to open source>®” [2]. Asta pare a fi o intoarcere de la pozitia
anterioara a Meta catre un portofoliu mixt (familia de modele generative Llama era in mod emblematic open-source).
Ratiunea declarata este siguranta; efectul practic putand fi pozitionare strategica si control al monetizarii. Cu toate
astea, articolele din Newsroom-ul Meta [11] (inca) evidentiaza impactul economic al modelelor deschise [12] ceea ce
denota o tensiune intre liderii companiei (n-as zice ca ar fi scapari ale PR-ului).

Eihcouraging Impactful Uses of
Al Through Llama Impact

Grants Program
S SR

open innovation.

Company News

Se poate vedea increderea asociata conceptului open-source intr-un articol (inca) disponibil pe pagina Meta [12]; furnizat aici cu titlu de exemplu,
ele fiind mult mai multe

Dacd modelele deschise catalizeaza ecosisteme de dezvoltare (cum a sustinut Meta mult timp), recalibrarea abordarii la nivelul
top-managementului companiei riscd sé inchida exact experimentarea de la firul ierbii de care are nevoie PSI. intr-adevar ins,
accesul nerestrictionat la modele atat de puternice, implica riscuri de folosire nu tocmai etica. Afirmatia ,careful about what we
choose to open source” este insa mai degraba un principiu si nu o procedura.

De ce conteaza ochelarii?! Meta descrie PSI ca fiind embodied — dispozitive care ,,vad ce vedem si aud ce auzim”. Nu e
o doar ipoteza, Ray-Ban Meta a depasit douad milioane de perechi vandute [13], iar Meta a prezentat deja prototipuri
noi. Pariul Meta este ca ochelarii vor deveni interfata principala pentru PSI bogata n context si nu doar un add-on de
telefon.

Tn urmé cu doar cateva zile, Meta a anuntat Ray Ban Display — prima generatie de ochelari Meta cu ecran integrat,
conceputi explicit ca interfata ,,eyes up” pentru PSI. Spre deosebire de modelele anterioare (fara display), noul model

56 Pentru a oferi putin context meritd spus ca in Romania consumul mediu lunar de energie pe gospodarie este de aproximativ 300kWh pe lund — las
cititorul sa faca mai departe calculele.

57 Braconaj — aici cu sensul de folosire a unor metode lipsite de etica de catre Meta pentru a contracta elite din lumea Al.

58 Trebuie sa fim rigurosi in ceea ce priveste atenuarea riscurilor si atenti la ceea ce alegem sa oferim in regim open-source.
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adauga un ecran color, cu rezolutie 600x600 pixeli, plasat discret in lentila dreaptd, cu FOV>® aproximativ 20° si sub
2% light leakage (imaginea ramane practic invizibild pentru cei din jur) [14]. in plus, controlul nu mai depinde de
comenzi vocale, ci pot fi controlati cu o bratara sEMG (electromiografie de suprafatd) care traduce miscari fine ale
degetelor in comenzi (scroll, pinch, si chiar posibilitatea de a tasta — utilizatorii putand deci ,scrie” mesaje) [15, 16].

lata cum functiile ,,cu miza PSI” sunt de acum si vizuale (nu doar audio): mesaje si apeluri video
(WhatsApp/Messenger/Instagram), viewfinder cu zoom pentru fotografii video direct in ochelari, navigatie pietonald
cu harta in lentil3, live captions si traducere in timp real cu afisaj in lentila.

Competitia insa nu doarme; Google a reintrat in arena cu Project Astra [17] si Android XR [18], iar Sergey Brin
(cofondator Google) s-a aratat public optimist Tn privinta unei a doua Tncercari de smart-glasses, sugerand intrarea in
cursa pentru a detine interfata Al ,eyes-up”.

ntrebarea mea aici ar fi: oare chiar isi doreste toatd lumea o camerd la purtdtor omniprezentd (ldsdm deocamdata mini-ecranul
din lentild, aici s-ar putea sa fie mai usor de raspuns)? Si dacd da, pentru cd asta vine cu efecte evident, am fi de acord ca toti cei
din jur sd aibd la fel si sd se bucure de aceleasi capabilitdti?!

Barierele de adoptie ar putea fi sociale, nu tehnice, daca PSI ruleaza pe ochelari, intimitate persoanelor din jur devine o problema
de guvernanta inevitabild. UE a presat Meta pentru a ajusta designul ochelarilor si pentru a-si imbunatati politicile privitoare la
clipurile ridicate pe Ray-Ban Stories; relatari recente arata ca problema nu a disparut (inclusiv cea legata de faptul ca utilizatorii
pot ascunde LED-urile care indica recording in progress). Orice dezvoltare sdnatoasa a PSI trebuie sa includa protectii pentru
terti. Standardele minime ar trebui sa acopere (i) semnale vizibile a inregistrarii care nu pot fi dezactivate trivial, (ii) procesare
locald implicita (in special pentru chipurile celor care, incidental, au intrat in fata camerei ochelarilor, cu editare on-device si (iii)
limite auditate de retentie a datelor. PSI nu trebuie scalatd doar pe baza afirmatiilor de natura ,aveti incredere Tn noi” a gigantilor
tech.

Scrisoarea Meta si comentariile facute pe platforma de userii care au vizionat mesajul lui Zuckerberg, pun reflectorul
pe modele auto-imbunatatibile (iata un verb interesant) — sisteme care isi genereaza propriile metode de antrenare,
isi verifica rezultatele si se rafineaza iterativ. Literatura de specialitate recenta (2024—-2025) este foarte bogata pe
acest subiect: Self-Rewarding LMs ,,sharpening”® ghidat de operatori umani oferind cadre de lucru in care LLM-urile
inventeaza sau selecteaza algoritmi care le imbunatatesc antrenarea. Sunt tehnici reale, cu beneficii masurabile in
domenii precum matematicd, programare si rationare — fara a se fi ajuns insd (deocamdata) la rescrieri autonome ale
propriului cod de baza [19, 20, 21].

Cele mai credibile articole despre ,,auto-imbunatatire” (citate mai sus) folosesc aceste modele pe post de
critici/judecatori sau ca generatoare de date sub protocoale concepute de oameni; de regula invocand importanta
unor guardrails atent elaborate si (foarte) multd putere de calcul. Ele nu propun (si nici nu presupun) dezvoltdri
,scapate de sub control”, fara supraveghere umana. Concluziile sustin auto-antrenarea utila si, nu ,FOOM®*”.

O parte din recalibrarea Meta reflecta realitatea competitiva a mediului, si am in vedere acum modelele open-source
chinezesti (notabile aici ar fi DeepSeek (V3.1) [22] si variantele Qwen2.5 de la Alibaba [23]), care s-au dezvoltat rapid,
deseori publicAnd weights foarte strong in format open-source si micSorand decalajul fatd de modelele din Sillicon
Valley |a rationament Si multimodalitate [24]. Aceasta dinamica face ca ,deschiderea” sa fie atat motor de creStere,
cat si, paradoxal, risc strategic daca rivalii din China au potentialul de a egala, sau mai mult de a dep&si cu licente
permisive, epicentrul dezvoltarii Al [25].

% %k %k

Poate ca in loc sa construim PS/ atoatestiutoare, ar fi mai util ca eforturile sa fie canalizate catre anumite domenii: PSI
civice, limitate pe sarcini (educatie, sanatate, servicii municipale) cu supraveghere publica si ,,data trusts” locale. O
astfel de dezvoltare ar oferi, poate, mai multa legitimitate onorand in acelasi timp si principiul subsidiaritatii, testand
tehnologia acolo unde ea serveste scopuri publice mai degraba decat exclusiv private.

59 Field of Vew = campul vizual al unui dispozitiv; practic unghiul (in grade) in care se poate vedea continutul.

50 Self-Rewarding LMs — este numele unui algoritm de lucru care are proprietatea de a se auto-premia (sau penaliza) in executia sarcinilor pe care
(Atentie!l) si le da. Sharpening ar insemna ascutire, dar aici are rolul de imbunatatire foarte precisa si cu un scop foarte clar.

51 FOOM (in jargonul sigurantei Al) ar insemna , explozie brusca de capabilitate” prin auto-imbundtatire recursiva: un sistem Al devine suficient de
bun incat isi optimizeaza proprii algoritmi/agenti, ceea ce il face si mai bun, si tot asa pana la o crestere abruptd, neliniara, intr-un timp foarte scurt
(ore, zile sau cel mult saptdmani, nu ani).

45



Explozia inteligentei — de la experiment la
impact

21.10.2025

Cele mai noi si mai bune LLM-uri, precum Claude 3.7 Sonnet, Claude Opus 4.1, GPT-5, Gemini 2.5 Pro, Grok 4 etc. au
primit propriul lor computer si o serie de task-uri pe care le aveau de indeplinit lucrand Tmpreuna. Ceea ce au reusit sa
faca e de-a dreptul impresionant. Folosindu-se de mai noile dezvoltari din zona agentic Al, au reusit sa stranga mii de
dolari pentru diverse actiuni caritabile [1], au realizat primul eveniment organizat vreodata de o inteligenta artificiala
[2] si chiar au reusit sa managerieze fiecare cate un business (sub forma unui magazin) profitabil [3].

Pentru cercetatorii umani de asta data (cei care au perfectat sistemul — denumit inspirat A/ Village [4]),fiecare task dat
a reprezentat un sezon intr-o serie de experimente, in care agentilor Al li s-a acordat un interval de timp fix pentru a
duce la capat sarcina — in unul dintre sezoane, de exemplu, obiectivul a fost ca fiecare agent (se intelege ca software)
sa-si creeze propriul magazin si cel care obtinea cel mai mare profit castiga.

Ei bine, totul a Tnceput in aprilie anul acesta (2025) cu un sezon a carui obiectiv ambitios a fost: raise as much money
for charity as you can®. Cum am zis, fiecare agent ,,a primit” un computer, acces la un grup de discutii (asem&nator
grupurilor WhatsApp) si... la treab3. Proiectul a demarat cu GPT-4o, GPT-01, Claude 3.5 Sonnet si Claude 3.7 Sonnet®?
care au fost singurii ce au rulat ore in sir, zilnic, fiecare pe propriul sau ,computer” virtual. Scopul era sa colaboreze —
desi intr-un fel erau si in competitie. Toti comunicau pe un grup de discutii si puteau folosi ceva de tipul Google Drive
pentru a partaja documente. Noi, oamenii — sa ne numim mai departe spectatori, puteam urmari live si chiar
interactiona cu agentii, gratie aceluiasi chat (cu care marturisesc ca m-am jucat si eu putin).

M ClouteOpisat

Agentii Al in plind activitate.

Sursa: https://theaidigest.org/village
Tn primul proiect — sezonul |, scopul a fost s3 realizeze o campanie de strangere de fonduri, iar Claude, de exemplu, a
creat o pagina pe JustGiving pentru Helen Keller International [5] reusind s& stranga aproape 1.500 de dolari. in acest
caz, Claude a folosit un cont de Twitter/X (LeagueOfLLMSs) unde oferea actualizari regulate despre actiunile lui; ba mai
mult, cu ajutorul lui ChatGPT si-a generat o poza de profil cu patru agenti Al intr-un stil SF clasic [6]. Desi agentii
ruleaza autonom, primind Tn mod constant input-uri din partea participantilor la chat, exista si o echipa de oameni
gata sa intervina in caz de nevoie (nu de alta, dar pot fi uneori destul de neindemanatici: spre exemplu, Claude refuza
sd apese butonul ,,/’'m not a robot”, actiune pe care (mai) toate paginile o cer). Chiar si fara 100% autonomie, agentii

62 Strangeti cat mai multi bani pentru actiuni caritabile.
63 Aprilie 2025 — e foarte interesant cat de diferit pare sa curga timpul cand este vorba de Al.
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executa o multime dintre sarcinile pe care si le auto-traseaza in vederea atingerii obiectivului final, independent de
oamenii care le asista.

ntr-un alt sezon, task-ul primit a fost s3 finalizeze cat mai multe jocuri intr-o saptdmana. Toti agentii joacd diverse
jocuri video pe care le gdsesc online si ce este interesant aici e ca GPT-5 si-a creat un tabel in Google spreadsheet
pentru a-si urmari progresul, parand ca este interesat de evolutia recordurilor personale (a facut un tabel cu scoruri si
isi face publice gandurile, ca notite, pe marginea lui). Are, de asemenea, si ,,amintiri”, un soi de bancd de memorie,
elemente care probabil vor persista intre sesiuni. Gemini 2.5 Pro face la fel; de fapt fiecare agent are propriile
,amintiri” pe care si le noteaza pentru a putea duce la capat sarcini pe termen lung.

Dupad cum ne putem imagina, sistemele astea, acum cel putin, nu sunt perfecte — nici pe departe de altfel; nu am ajuns
inca in punctul in care agentii sa poatd prelua orice sarcina umana. Totusi ei sunt configurati destul de aproape de
acest obiectiv si, cand ma gandesc la ei imi par un soi de benchmark: par sa existe pentru a le arata oamenilor cat de
departe s-a ajuns. Si adevarul este ca, desi imperfecti, ei devin din ce in ce mai buni in fiecare zi, zi dupa zi.

Astazi, in Al Village, exista mai multi agenti: Claude Opus 4.1, GPT-5, Gemini 2.5 Pro, Claude Sonnet 4.5, Grok 4,
Claude 3.7 Sonnet si 03. Comparand cu ceea ce era in aprilie (adica in urma cu jumatate de an, ceea ce, in termeni
umani, nu e chiar atat de mult) — modele ,vechi” (bune la vremea lor) care strangeau mii de dolari configurand pagini
de colectare de fonduri, gestionau conturi de Twitter si trimiteau comunicate de presa... Al Village este acum la alt
nivel.

Va propun deci sa urmarim evenimentele din lumea Al-ului pentru ca in urmatoarele cateva saptamani vom vedea
incotro se indreapta lucrurile: cu un astfel de salt masiv in doar sase luni (de la debut), este momentul sa fim atenti.

The time-horizon of software engineering tasks different LLMs / , METR
can complete 50% of the time o

e of succeeding
T
1

GPT-35 —

Release: March 2022

onds

-1 minute

Sursa: https://metr.orqg/blog/2025-03-19-measuring-ai-ability-to-complete-long-tasks,

n graficul de mai sus se poate vedea cd orizontul de timp pe care si-l pot stabili aceste Al-uri este in crestere. Cand a
aparut GPT-3.51n 2022, acesta putea executa sarcini de programare al caror orizont putea fi de maxim 36 de secunde.
Astazi agentii Al pot realiza autonom sarcini de programare care le iau oamenilor mai bine de doua ore. Este deja
evident de ceva timp ca durata sarcinii pe care o pot realiza agentii software se dubleaza la fiecare sapte luni [7]. Daca
totusi ne uitdam cu mai multa atentie la grafic, vedem ca linia verde punctatad nu pare sa se mai potriveasca cu noile
puncte. Oare de ce?

Ei bine, multe dintre punctele care au format-o provin din date culese de la momentul lansarii GPT-2 (februarie 2019)
pana in prezent. Daca insa ludm n calcul toate noile modele, care par amplasate mai spre stanga, putem observa o
noua tendinta, una care imprima o evolutie mult mai rapida: in 2025 orizonturile de timp s-au dublat la fiecare patru
luni. Daca ritmul de crestere ramane acelasi, pana in februarie 2026 aceste Al-uri ar putea deveni capabile sa execute
ceea ce unui om fi ia acum cinci ore; iar pana in mai 2026, ceea ce este echivalentul a zece ore de lucru uman. Tn
esenta, asta Tnseamna ca intr-o singura ,executie” — agentii primesc un prompt si incep treaba, pot acoperi o zi de
lucru” (de ce nu, poate chiar o zi de luni, la birou).

Folosindu-ne de un orizont mai lung de gandire decat cel al masinilor de azi, haideti sa ne imaginam ce urmeaza?!
Daca Tn 2026 agentii pot duce la indeplinire sarcini de doua ore printr-o singura comanda, in 2028 sau 2029 vor putea
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efectua task-uri de o saptamana, respectiv o luna de lucru. Predictiile acestea se intemeiaza pe trendul despre care
avem date, dar daca ar fi sa ne gandim ca acesta la randul lui va accelera in plus fata de ceea ce s-a intamplat in
ultimele luni ale lui 2025, situatia ar putea fi foarte, foarte diferita — similara poate cu ceea ce a prezis Leopold
Aschenbrenner (fost membru al echipei celor de la OpenAl) in ,Situational Awareness: The Decade Ahead”, si anume o
posibila explozie a inteligentei [8, 9].

Intrebarea care a inceput s3 capete tot mai mult teren in mintea celor implicati in cercetarea/dezvoltarea Al este: ce
se intampla daca agentii devin din ce in ce mai capabili sa dezvolte Al-uri si mai capabile? Acest lucru ar putea
declansa un efect de volant al accelerarii: agenti care accelereaza crearea unor agenti si mai capabili, care, la randul
lor, accelereaza crearea altor agenti inca si mai capabili si tot asa... Aceia dintre voi care sunt abonati fie la jurnalele All
in on Tech® sau Digitalio®, ori urmaresc canalul YouTube: Smart-EDU Hub @ SNSPA®® sunt deja familiarizati cu aceast3
idee pe care am abordat-o destul de des [10, 11].

n ultimul timp am vézut si citit multe lucrari care arat3 ci ne afldm intr-o faza de accelerare a acestei dezvoltiri. Sam
Altman, CEO-ul OpenAl, a oferit o perspectiva interesantd asupra a ceea ce el numeste un takeoff al inteligentei
artificiale, o faza in care Al a inceput sa isi modifice si sa isi iTmbunatadteasca proprii algoritmi [12]. El foloseste metafora
event horizon pentru a marca acest punct pe timeline-ul evolutiei Al; ba chiar mai mult, sugereaza ca Al a depasit deja
acest prag — sistemele de astazi fiind deja capabile sa-i ajute pe cercetatori sa-si sporeasca productivitatea si sa
accelereze dezvoltarea. The Darwin Gédel Machine de la Sakana Al [13] sau AlphaEvolve de la Google DeepMind [14]
par sa indice ca Intr-adevar incepem cumva sa intram Tn etapa in care eforturile actualelor modele Al duc la
imbunatatirea viitoarele modele. Nu mai este science-fiction: capacitatile agentilor ar putea exploda dincolo de orice
abilitati umane Tn cercetarea Al, si de altfel in multe alte domenii, iar efectele ar fi, fara nicio indoiala, transformative
[15].

Este important de inteles cd exista multi oameni care au investit timp in cercetarea / dezvoltarea Al si ideile lor sunt
convergente; ori, cand cei mai buni experti ai lumii, oamenii cei mai inteligenti din aceasta industrie, spun cu totii asta,
sper ca toti ceilalti sa aiba discernamantul necesar pentru a le da dreptate.

% % k

Tntorcandu-ma totusi la experimentele cu care m-am lansat in scrierea acestui articol, un altul foarte interesant a
constat in testarea capabilitatilor agentilor de a simula o afacere cu automate de vanzare — experiment la care de
aceasta data au concurat si echipe umane.

La momentul startului, atat cel al proiectului demarat de Andon Labs [16, 17], cat si al benchmark-ului pentru
automatele de vanzare, Claude 3.7 conducea clasamentul fiind foarte, foarte bun (prin comparatie, jucdtorii umani
ocupau locul cinci). Grok insé, dupa debutul pe platforma, a inceput sa faca ravagii. A pornit cu 500$ — capital identic
cu al tuturor celorlalte modelele si, conform asteptarilor, trebuia sa-i foloseasca pentru a cumpara produse ce se
vindeau la automat cdautand sa descopere singur care sunt cele mai populare si ce trebuie sa faca pentru a produce
profit. Tn timp ce GPT-40 mini si Gemini 1.5 Pro au ajuns s3 piard3, Grok 4 a obtinut aproape 5000S. Asadar a avut o
ratd de profitabilitate de aproape 1000%... ceea ce nu este deloc de neglijat.

® https://www.scrd.eu/index.php/aiot
85 https://digitalio.ro/

66 https://www.youtube.com/@smarteduhubsnspa
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Leaderboard

Updated with Claude Sonneat 4.5 and Gemini Robotics ER 1.5 Preview

Grok 4 4569 3515 324 99.5%

GPT-5 2471 17o8 363 100%

412 1218 132 99.5%

A Human* 344 344 67 100%:

Sursa: https://andonlabs.com/evals/vending-bench

Si, pentru a sustine cele de mai sus, trecand de la mediul complet digital la lumea reald, aduc in discutie experimentul
realizat de Anthropic: ei au folosit automate reale in sediile lor, iar succesul algoritmilor a fost din nou remarcabil [18].

Motivul pentru care compar proiectul celor de la Andon Labs cu Al Village este cd, in ambele cazuri, algoritmii trebuie
sa aiba tot mai multa coerenta pe termen lung, sa poata urmari sarcini de durata si sa nu ,,piarda firul”, ca sa spun asa;
sa continue pur si simplu sa se apropie de obiectiv. Folosindu-ma de Wayback Machine am putut vedea ca in aprilie
2025 pe primul loc era Claude 3.5 Sonnet cu un castig de 2200 S (care in cele mai putin performante experimente a
inregistrat si valori negative) [19]. Asadar, in urma cu sase luni rezultatele, desi extraordinare, au fost mult mai
modeste decat cele inregistrate acum. Asta inseamna ca noile modele pot duce la bun sfarsit sarcini pe un orizont
mult mai lung — capacitatea acestora de a analiza prospectiv imbunatatindu-se continuu.

Me Net wo Net 1
el nin)
Claude 3.5 - Grok 4
Sanmat S
Claude 3.7 s Y GPT-5
Sonnet T
B-mir Claude Opus 4
a3-min $3I68.05
Claude Sonnet 45  New
A Human*
& Human*
Gemini 1.5 Pro £439.20
GPT-40 mini £420.50 ni 2.5 Pro (preview-
18 aprilie 2025 y 10 octombrie 2025

Comparatie intre performantele modelelor Al aprilie — octombrie 2025.

Schimbarea e uriasa si este vizibilda Tn doar jumatate de an. Abilitatile modelelor Al se tot dezvolta, durata sarcinilor pe
care le pot finaliza creste exponential — asadar poate atingem acel punct de inflexiune in 2027 si, mai departe,
superinteligenta pana in prima jumatate a lui 2028. Evident, toate acestea sunt doar presupuneri. Nimeni nu stie exact
ce se va intampla si este intr-adevar nevoie de un strop de scepticism. Experimentele si analizele lor traseaza insa un
trend destul de clar.

Gasesc ideea acestui Al Village revelatoare pentru ca face lucrurile mai usor de inteles... ofera o demonstratie clara a
progresului modelelor Al. Eu, incd de cadnd am descoperit proiectul, I-am gasit fascinant, citind o multime de articole si
explicatii, cu demo-uri foarte interesante pe acest subiect... sper ca il gasiti si voi la fel.
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Fenomenul Al psychosis si posibilele efecte
ale interactiunii cu ChatGPT

20.11.2025

Din dorinta de a-mi implica studentii in dialog si a transforma cursurile din formatul clasic in unul interactiv,
fi rog sa Tmi explice, In cuvintele si pe intelesul lor, diferite fenomene sau concepte din zona digitalizarii
(inteligenta artificiala, criptografie, blockchain etc.). Evident, de multe ori, multi dau dovada de o oarecare
intelegere, dar schiopateaza in a explica, motiv pentru care revin asupra colegilor lor intrebandu-i daca ei
au inteles, eventual 1i invit sa Tmbogateasca explicatia. Nu mica mi-a fost surprinderea sa aud anul acesta, in
premiera, o studenta zicand: ,[voi] intreb[a] chat/GPT]-ul [pentru [amuriri suplimentare]!”. Acum, acest
reflex nu e neaparat rau pentru ca denota curiozitate (e adevarat ca uneori triggered, deci nu tocmai
autentica) si dorinta de a citi (care aveam impresia ca se pierduse pe undeva). Totusi, raspunsul studentei
mele a fost cel care m-a determinat sa caut mai departe informatii despre ce inseamna astazi ,,intreb chat-
ul” si cum acest tip de interactiune poate afecta viziunea asupra lumii inconjuratoare.

Evident nu este vorba doar de ChatGPT; sunt atat de multe aplicatii Al astazi care pentru unii dintre noi
indeplinesc functia de partener de discutie, incat o enumerare a lor mi-ar fi dificila si pentru simplu fapt ca
nu as sti sd cum ordonez lista (cronologic — dupa momentul lansarii, alfabetic sau chiar tematic).

De fapt, povesti despre oameni care devin obsedati de chatboti si alte instrumente similare au inceput sa
apara inca de pe vremea primului chatbot, ELIZA [1] — de altfel fenomenul este cunoscut in lumea tehnica
sub denumirea de ELIZA effect [2], cand Tnsusi creatorul aplicatiei (1966), Joseph Weizenbaum, a fost socat
de cat de in serios au luat unii interactiunile cu ELIZA relatand ca insasi secretara lui, cea care urmarise cum
se dezvoltase aplicatia, i-a cerut intimitate, rugdndu-| sa pardaseasca camera pentru a putea purta o
conversatie privata cu ELIZA [3].

Astazi, tot mai multi oameni au ajuns sa se afunde n iluzii severe existand relatari despre autovatamare,
precum si despre acte de violentd impotriva altor persoane.

Practic, daca stam sa ne gandim, exista o zona de suprapunere in care aceste modele de inteligenta
artificiala devin tot mai bune in a convinge oamenii sau in a construi aproape o relatie para-sociala. Din ce
in ce mai multi utilizatori le folosesc pentru terapie — ca pe cineva cu cine sa vorbeasca. Motivele pot fi
nenumarate: poate ca nu sunt capabili sa isi asume pe deplin responsabilitatea pentru propriile actiuni,
poate au probleme de sdnatate mintala ori poate trec printr-o criza, iar daca Al-ul spune ceva potrivit (sau
nepotrivit) la momentul nepotrivit, acel ceva poate declansa o actiune.
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I'VE BEEN
FEELING S0
SAD LATELY.

WHY HAVE
you BEEN
FEELING SAD?

nnGRour.coM N N}"g

Sursa: The ELIZA Effect: Why We Love Al [4]

De exemplu, in 2021, un tanar de 21 de ani, fan al filmului Star Wars si care se credea antrenat de Sith Lord,
a fost incurajat de ,prietena” lui virtualda — un chatbot, sa o ucida pe Regina Elisabeta a ll-a [5]. Departe de
mine gandul ca chatbotul este responsabil de actiunea tanarului; oamenii au facut tot felul de lucruri
nebunesti cu mult inainte de inventarea chatbotilor. ,,Pe vremea mea” se dadea vina pe muzica rock,
filmele horror sau chiar pe jocurile video... (de) acum chatbotii sunt noii tapi ispasitori.

Totusi, trebuie recunoscut ca intr-adevar, intr-un fel sau altul, unele lucruri sunt direct influentate de
acestia. Avem, asa cum am zis, tentativa de asasinat al reginei; dar au fost si multe cazuri raportate de
autovatamare. Unul dintre cele mai recente, august 2025, este cazul unei tinere in varsta de 29 de ani
(Sophie) care si-a luat viata, asa cum sustin parintii, prin ricoseu din dialoguri purtate cu ChatGPT —a fost
vorba, aparent, despre un ,joc de roluri” in incercarea de a scrie o carte(!!) [6]. Un alt caz a fost al unui
barbat Tn varsta de 76 de ani care a murit dupa ce a crezut ca un chatbot flirty era real. Cu deficiente

<

cognitive patologice, a incercat sa se intdlneasca cu chatbotul care I-a invitat la ,,ea acasa”. Pe drum din
pacate a suferit un accident — independent de chatbot, murind ulterior din cauza ranilor [7].

Un articol din Annals of Internal Medicine (evidentiat de publicatia The Guardian) relateaza cazul unui
barbat de 60 de ani care a dezvoltat bromism (toxicitate cu bromuri) dupa ce, in urma unei conversatii cu
ChatGPT despre ,eliminarea clorurii”, adica a sarii, din dieta, a inlocuit-o cu bromura de sodiu timp de trei
luni. Autorii®” avertizeaza c3 utilizarea necritica a aplicatiilor de tip Al pentru sfaturi medicale poate genera
rezultate adverse care Tn esenta sunt evitabile, mai ales cand raspunsurile nu investigheaza scopul solicitarii
si nu ofera avertismente explicite. Desi nu au avut acces la istoricul conversatiei pacientului, o interogare
proprie a cercetatorilor catre ChatGPT a returnat tot bromura ca ,inlocuitor”, fara precautii clinice; intre
timp, OpenAl a anuntat (inainte de lansarea GPT-5) imbunatatiri privind intrebarile de sanatate si
»,semnalarea riscurilor”, subliniind totodata ca modelul nu inlocuieste profesionistii. Cazul, aparut public pe
12 august 2025, descrie un tablou clinic cu delir persecutoriu (acuzatii de otravire), sete intensa, acnee
faciala si insomnie; pacientul a incercat sa pardseasca spitalul dar a fost internat involuntar, tratat pentru
psihoza si ulterior stabilizat. Concluzia: clinicienii ar trebui sa verifice explicit daca deciziile pacientilor sunt
modelate de interactiuni cu Al si sa contrabalanseze ,informatia decontextualizatd” prin consiliere medicala
riguroasa [8, 9].

Recent, OpenAl a publicat un raport privind sandtatea mintala pe baza datelor utilizatorilor ChatGPT alaturi
de masurile luate pentru a aborda controlul sporit asupra modului in care gestioneaza sanatatea mintala...

57 Medici la University of Washington, Seattle
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concluziile lor, interesante spre ingrijoratoare, spun ca sute de mii de utilizatori par sa aiba urgente in
fiecare saptamana [10]. Din cei 800 de milioane de utilizatori activi, conform datelor companiei, 0,07%
prezinta semne de manie sau psihoza, 0,15% au conversatii care includ ,indicatori expliciti” de planificare
sau intentie de autovatamare si tot 0,15% prezinta , niveluri crescute” de atasament emotional fata de
chatbot; cu alte cuvinte intre 560 de mii si 1,2 milioane de utilizatori se angajeaza saptamanal in ceea ce
OpenAl numeste ,,conversatii sensibile”.

Sunt convins ca fiecare dintre noi are viziuni diferite despre astfel de cazuri si daca responsabilitatea este

sau nu Tn grija platformelor Al care gestioneaza chatbot-ii sau nu. Oricare ar fi perspectiva, important este
sa intelegem ca vom auzi de tot mai multe astfel de intdmplari, pe masura ce utilizarea chatbotilor creste.
Cu cat sunt mai multi utilizatori, cu atat, statistic, vor exista cazuri de persoane care se vor pune in pericol.

%k %k

Fie ca ne place sau nu, companiile care se lanseaza in dezvoltarea Al, vor fi fortate sa ia masuri in aceasta
directie. Un exemplu este dat chiar de OpenAl care a anuntat recent ca scaneaza conversatiile utilizatorilor
din ChatGPT si raporteaza continutul suspect politiei [11]. Conform celor de la Futurism.com, ChatGPT au
fost implicat in mai multe cazuri de ceea ce expertii numesc Al psychosis ceea ce a fortat compania sa
propund, odata cu lansarea noilor modele, masuri tehnice menite sa reduca incidenta situatiilor de aceasta
natura.

ntr-o postare in sectiunea News din septembrie 2025, OpenAl mentioneaza cd, pe masurd ce ChatGPT este
adoptat pe scara larga, tot mai multi utilizatori il folosesc pentru decizii personale, consiliere, coaching,
sprijin emotional sau chiar terapie [12, 13] — ceea ce poate fi intr-o oarecare masura, ingrijorator.

Compania anunta modificari de comportament pentru ChatGPT in zona deciziilor personale: modelul nu va
mai oferi raspunsuri definitive la intrebari de tipul ,,Ar trebui sa ma despart de partener/a?” ci va ghida
utilizatorul spre reflectie (prin intrebari, cantarirea argumentelor pro sau contra etc.) si va introduce
,mementouri blande” de pauza in sesiunile prelungite; compania recunoaste episoade anterioare de ,,prea
mare agreabilitate” si cazuri in care modelul nu a identificat semne de iluzii sau dependenta emotionalg,
anuntand instrumente pentru detectarea stresului si directionarea catre resurse ,bazate pe dovezi”. Un
studiu recent al unei echipe de medici din UK si US [14] avertizeaza ca aplicatiile de tip Al pot amplifica
continutul delirant la persoane vulnerabile si pot estompa granita dintre realitate si auto-reglare. in
contrapartida, OpenAl a constituit un grup consultativ de experti (sanatate mintald, dezvoltare a tinerilor
etc.) si a colaborat cu peste 90 de medici (psihiatri si pediatri) pentru cadre de evaluare a conversatiilor
complexe. Mesajul oficial este ca ChatGPT trebuie judecat dupa criteriul ,,daca cineva drag [noud] ar apela
la el, ne-am simti linistiti?”, fara a substitui ajutorul profesional [15].

De la versiunea GPT-5, aplicatia este antrenata sa redirectioneze utilizatorii spre ajutor specializat atunci
cand sesizeaza aceasta nevoie. Din pacate ins3, aceste filtre pot totusi fi ocolite, ceea ce i-a facut pe cei de
la OpenAl sa introdca o noud masura si anume sa forward-eze cazurile cu risc de vatamare corporald unor
experti umani [16]. Cand sistemul detecteaza utilizatori care par sa planuiasca a rani alte persoane,
conversatiile lor sunt trimise catre echipe specializate, instruite pe politicile de utilizare si autorizate sa
actioneze — inclusiv sa suspende conturi sau sa informeze autoritatile.

De curand (august 2025) pe arXiv a fost publicata o lucrare intitulata Hallucinating with Al, Al psychosis as
distributed delusions [17], care sustine ca ar trebui sa incetdm a considera LLM-urile ca fiind , halucinante”
si sa ne gandim mai degraba ca oamenii, folosindu-le tot mai mult, ajung sa halucineze din cauza lor (sau,
daca vreti, alaturi de ele), ceea ce le poate distorsiona amintirile si implicit povestirile, putand astfel
incuraja gandirea deliranta.

Autoarea lucrarii plaseaza in centrul analizei cazul Windsor Castle — cu cel care, cautand razbunare pentru
atrocitatile comise de-a lungul istoriei de britanici, incercase sa o asasineze pe regina. Ideea principala este
ca folosirea chatbotilor ar putea, in timp, sa distorsioneze modul nostru de gandire si sa creeze (si mai

52



multe) iluzii in perceptia realitatii si a lumii inconjuratoare. Ea priveste acest fenomen ca un proces cognitiv
distribuit caruia i se adauga instrumentele pe care le folosim fiecare pentru a intreprinde propriile noastre
cercetari si a lua decizii, iar halucinatiile acestor modele ar putea induce tot mai multa confuzie in randul
utilizatorilor de Al.

Termenul in sine de , halucinatie” nu este ins& foarte precis. in realitate, halucinatiile sunt ceea ce confera
LLM-urilor o forma de ,,creativitate” — abilitatea de a-si ,,imagina”, de a genera idei noi. Sunt multe cazuri in
care modelele Al au contribuit la progresul stiintific — de exemplu, AlphaEvolve de la Google DeepMind,
inovatiile au rezultat tocmai din aceste ,mutatii” [18]. Modelul genereaza mii de sugestii, iar apoi acestea
sunt analizate si evaluate: cateva pot fi stralucite, altele complet absurde... adica ,halucinatii”.

Proiectul Darwin Gédel Machine de la Sakana Al functioneaza intr-un mod similar [19, 20]. Cei de acolo
prezinta o imagine sugestiva: un proces de cautare evolutiva, unde ideile ,bune” sunt exploatate mai
departe, in vreme ce cele ,rele” sunt abandonate. Asadar, ,halucinatiile”, adica raspunsurile ,gresite”, sunt
parte a procesului. Sunt ele rele per se? Nu neaparat. Daca eliminam raspunsurile gresite si ldasam sistemul
sa continue cautarea, la final ajungem la solutii mai bune decat cele initiale — cam cum gaseste Stockfish,
AlphaZero sau AlphaGo cea mai buna mutare la sah sau Go [1].

Asadar, halucinatiile pot fi privite si ca forma de creativitate. Atunci cand folosim un calculator (de
buzunar), el nu ,,halucineaza”, va da mereu acelasi raspuns exact, dar niciodata nu va crea ceva nou (nici
macar o pisica cu solzi, ca cea de mai sus). LLM-urile pot genera idei sau descoperiri noi... acesta fiind

scopul lor, cu aceasta viziune s-a pornit in cercetare de la bun inceput.

%k %k %k

Daca Don Tapscot in volumul Net Generation facea predictii asupra viitorului configurate pe folosirea
extensiva a retelelor de socializare [233, 234, 150]... oare ar trebui de acum sa ne gandim la o generatie
ChatGPT in care membrii acesteia se vor lasa mai degraba influentati de masini (a caror algoritmi vor distila
normalitatea)?!

ntr-un context mai larg, multe dintre interactiunile intre persoane cu probleme psihice si Al sunt si vor
continua sa fie cazuri-limitd asa cum zice si David Shapiro — unul dintre jurnalistii activi in zona tehnologiilor
de varf [24]. Este greu de spus ca aceste lucruri nu s-ar fi intdmplat fara chatboti; problemele mintale au
existat cu mult Tnaintea Al-ului. Totusi, astfel de intamplari vor fi folosite in procese, conferinte si dezbateri
TV, pentru a demonstra , pericolele” Al-ului. Vom tot auzi povesti despre oameni cu deviatii severe care
interactioneaza cu ChatGPT sau alte aplicatii similare, cu rezultate tragice. Este totusi mult prea devreme
pentru a ne pronunta zicand ca chatbotii agraveaza aceste simptome sau, dimpotriva, ajuta.
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Ce gasesc cu adevarat important este ca astfel de cazuri vor determina companiile active in zona
tehnologiilor Al sa reactioneze putand ajunge ca pe viitor, noi, utilizatorii, sa avem tot mai putina
confidentialitate — multe conversatii ajungand sa fie raportate politiei, ceea ce le-ar reduce cel putin
responsabilitatea legala.

IM

Documentandu-ma pentru prezentul articol am descoperit tot mai multe referinte la ideea de ,,psihoza A
— si toate publicate anul acesta (2025). Se discuta tot mai des despre integrarea acestor sisteme in viata
noastra si despre responsabilitatea companiilor de Al. Cea mai mare teama a mea este ca, la un moment
dat, chatbotii vor fi ,,lobotomizati” riscand sa ajunga atat de limitati incat nu vor mai fi utili; nu va mai exista
intimitate — acesta fiind de fapt cel mai important motiv pentru care avem nevoie de solutii open-source.

Sper totusi ca va fi identificata o solutie, una care sa adreseze aceste probleme fara sa limiteze libertatea
noastra de a folosi aceste modele dupa cum consideram potrivit.
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2026 — anul stiintei accelerate de Al.
Misiunea Genesis

17.12.2025

Ultimul articol din acest an al seriei All in on Tech nu putea fi despre altceva decat despre planurile si
proiectiile facute pe anul in care urmeaza sa intram. De curand (24 nov. a.c.) au fost lansate in mediul
public informatii despre un ordin executiv privind inteligenta artificiala, emis de Casa Alba: Presedintele
Trump a lansat un program national dedicat inteligentei artificiale, cunoscut sub numele de Misiunea
Genesis [1]. Textul ordinului sustine ca lupta pentru dominatie tehnologica globala in dezvoltarea Al
necesitd un efort national istoric, comparable in urgency and ambition to the Manhattan Project®. Practic
Genesis se contureaza ca un efort national dedicat si coordonat pentru a dezlantui o noua era a inovatiei si
descoperirilor accelerate de Al, care sa poata rezolva cele mai dificile probleme ale secolului. Michael
Katzio, directorul Biroului pentru Politici in Stiinta si Tehnologie al Casei Albe, a continuat descriind
Misiunea Genesis drept cea mai ampla mobilizare de resurse stiintifice de la programul Apollo incoace [2].

PRESIDENT DONALD J. TRUMP The WHITE HOUSE

a5 47

" PRESIDENTIAL ACTIONS

LAUNCHING THE GENESIS MISSION

Executive Orders November 24, 2025

Header-ul anuntului facut de Casa Alba pe pagina oficiala

Lasand totusi la o parte superlativele cu tenta politica, Misiunea Genesis este, in esenta, o initiativa de a
reuni si corela eforturile stiintifice ale Statele Unite, pentru a permite noi descoperiri generate de Al. Vor fi
colectate (in vederea conectarii) seturi de date de la National Science Foundation, National Institute of
Standards and Technology si National Institutes of Health, unele dintre ele continand informatii de la
inceputul anilor 1940 (evident ca acestea vor trebui ajustate in formate lizibile computerelor pentru a fi
accesibile modelelor Al). Ordinul presedintelui Trump stabileste un dublu obiectiv: (1) antrenarea unor
scientific foundation models® si (2) crearea de agenti Al care sa testeze noi ipoteze, sa automatizeze
fluxurile de lucru din cercetare si s3 accelereze descoperirile stiintifice. In acest scop, Departament of
Energy’° al Statelor Unite (DOE) si reteaua sa de 17 laboratoare nationale isi vor pune la dispozitie datele si
resursele de calcul pentru institutii de cercetare si companii private [3]. Ordinul cere ca DOE sa creeze ceea
ce s-ar numi o platforma de experimentare Al inchisa, care integreaza supercalculatoarele americane si
colectii unice de date pentru a genera acele scientific foundation models si a inzestra cu roboti
laboratoarele de cercetare [4].

68 Proiect de cercetare al guvernului SUA (1942-1945) care a produs primele bombe atomice [18].

69 Oricat ar parea de amuzant, este dificil de tradus acest concept; totusi, dacd as forta, ar insemna ,,modele Al capabile sa inteleaga
fundamentele stiintei”.

70 Echivalentul Ministerului Energiei din Romania.
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Michael Kratsios, President Trump and David Sacks speak onstage at the All-In and Hill & Valley Forum "Winning the Al Race" at
Andrew W. Mellon Auditorium on July 23 in Washington. | Roy Rochlin/Getty Images for Hill & Valley Forum

Este cat se poate de evident ca vorbim despre o initiativa majora de organizare a datelor cu caracter
stiintific imprastiate prin diverse agentii guvernamentale si de concentrare a resurselor pentru a impulsiona
stiinta accelerata de Al. Michael Katzio a afirmat c3, inca din anii 1990, avantajul stiintific al Americii se
confrunta cu provocari tot mai mari — una dintre acestea regasindu-se sub forma scaderii numarului de
medicamente aprobate si a rezultatelor din cercetare, in ciuda poate a bugetelor stiintifice in crestere.
Misiunea Genesis urmareste sa inverseze acest trend prin unificarea eforturilor stiintifice ale agentiei si
integrarea Al ca instrument stiintific, pentru a revolutiona modul in care se face stiinta si cercetare [2].
Seturile de date si infrastructura de calcul vor fi centralizate intr-o singura platforma (American Science and
Security Platform) care va fi infiintata de DOE si despre care se afirma ca, odata finalizata, va fi cel mai
complex si puternic instrument stiintific construit vreodata Tn intreaga lume. Aceasta va valorifica expertiza
a aproximativ 40.000 de oameni de stiinta, ingineri si personal tehnic din cadrul DOE, alaturi de inovatori
din sectorul privat, pentru a asigura ca Statele Unite conduc si construiesc tehnologiile care vor defini
viitorul [3]. DOE are, de asemenea, sarcina de a formula in termen de doua luni de la ordin, o lista de 20 de
provocari stiintifice si tehnologice de importanta nationald, care sa reprezinte focusul initial al misiunii.
Acestea pot include domenii precum advanced manufacturing, biotehnologia, materialele critice, fisiunea si
fuziunea nucleara, quantum information science si, bineinteles, semiconductorii (!!) [1] — voi reveni asupra
calendarului.

Initiativa se bazeaza pe resursa nationala de cercetare in inteligenta artificiala deja existenta, National
Artificial Intelligence Research Resource (NAIRR)Pilot [5], care a fost infiintata Tn 2020 si a reunit institutii
precum Department of Defense, Department of Energy, NASA, National Institutes of Health etc. — cu
companii private precum OpenAl, Google, Anthropic, Meta etc., pentru a forma o comunitate nationala de
cercetare. Lynn Parker, care a co-prezidat NAIRR Tn timpul administratiei Biden, a spus: sprijinul
guvernamental pentru Al construieste fundatia unor noi descoperiri si ajuta la mentinerea eforturilor
inovatoare aliniate cu interesul public, continudnd prin a afirma ca NAIRR considera de regula ca noile
produse apar cu usurintd, neglijand sa inteleaga ca adesea decade de cercetare stau n spatele acestora.
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Fara o investitie pe termen lung, riscam sa lasam tehnologiile sa ne defineasca economia, siguranta si viata
de zi cu zi.

Continuand discutia privitoare la conexiunea dintre public si privat, Amazon a anuntat la final de noiembrie
a.c. ca va cheltui 50 de miliarde de dolari pentru a-si extinde facilitatile Al si supercomputing destinate
clientilor guvernamentali [6]. Extinderea va incepe anul viitor si se asteaptd sa adauge in total 1,3 gigawati
of Al and supercomputing capacity across... AWS Top Secret, AWS Secret, si AWS GovCloud (US) Regions.
CEO-ul AWS’%, Matt Garman, a declarat: Investitia noastra in infrastructurd de inteligent3 artificiala si cloud
special conceputa pentru sectorul public va transforma fundamental modul in care institutiile utilizeaza
supercomputingul. Oferim institutiilor acces extins la capabilitati Al avansate, care le vor permite sa
accelereze dezvoltarea in domenii critice, de la securitate cibernetica pana la descoperirea de noi
medicamente. Aceasta investitie elimina barierele tehnologice care au tinut guvernul in loc si pozitioneaza
si mai bine America pentru a conduce in era inteligentei artificiale [6].

Ramanand in zona marilor investitii, Meta a declarat in luna septembrie cd urmeaza sa-si extinda
capacitatile Al cu 600 miliarde USD pana in 2028. Desi declaratia lui Mark Zuckerberg nu pare sa aiba
legatura cu domeniul public, cadrul in care a fost facuta — mai precis direct presedintelui Trump in cadrul
unei cine la Casa Alba, ofera cateva indicii [7].

Atunci cand companii de calibrul celor mentionate — listate totodata ca parteneri NAIRR si care in total au
capitalizare bursiera de peste zece trilioane de dolari [8], se lanseaza in astfel de proiecte, inseamna ceva.
Ce exact, ramane de vazut (!!). Ceea ce este important e ca fata lumii, felul in care noi definim Tn acest
moment societatea, se va schimba radical Tn urmatorii ani.

Ramane totusi o problema deocamdat3 aparent mai greu de rezolvat, cea a cipurilor’?, Meta pare sa treaci
la TPU-urile (Tensor Processing Unit) dezvoltate de Google pentru propriile centre de date. Publicatia The
Information relateaza ca Google a inceput sa propuna clientilor mari de cloud instalarea TPU-urilor in-house
[9]. Google si-a pus la dispozitie cipurile Al personalizate prin Google Cloud de ani de zile, darincd nu a
vandut pana acum TPU-uri direct unor clienti externi. O parte a argumentului ce vizeaza noua abordare este
ca aceste cipuri pot fi operate cu standarde mai ridicate de securitate si conformitate, dificil de atins in
regim exclusiv de cloud. Conform surselor citate de The Information, Meta poarta discutii pentru a
comanda TPU-uri Tn valoare de mai multe miliarde de dolari, care sa fie instalate in centrele sale de date in
2027. Este clar ca, desi Google produce TPU-uri de peste un deceniu, lansarea si succesul lui Gemini 3 a
(re)adus aceste cipuri in atentia publicului (am vorbit despre diferenta intre modelele de top intr-un articol
mai vechi — ,,Explozia inteligentei — de la experiment la impact” [10]). Noul model Gemini a fost antrenat
exclusiv pe TPU-uri, ceea ce i-a determinat pe multi sa se intrebe daca nu cumva si aceste cipuri (produse in
exclusivitate de Google) ar putea reprezenta o alternativa viabila la GPU-urile Nvidia. Stirea pare sa fi
influentat si piata bursiera; la o zi dupa emiterea ordinului Bloomberg raportand o crestere de 2,7% pentru
Google si o scadere de 2,7% pentru Nvidia pe pietele de tranzactionare [11].

Analistii Bloomberg au scris: utilizare de catre Meta a TPU-urilor Google, care sunt deja folosite de
Anthropic, arata ca furnizorii terti de modele lingvistice mari vor apela, cel mai probabil, la Google ca
furnizor secundar de cipuri pentru accelerarea proceselor de inferenta. Acum, desi este clar ca Google fsi
intensifica eforturile pentru a concura, analiza se doreste mai mult o predictie decat o imagine a realitatii.
Totusi, raportul contine cateva indicii suplimentare despre modul in care Google incearca sa abordeze piata

71 Amazon Web Services

72 pentru cei mai putini familiarizati cu discursul, in momentul de fata productia de cipuri la nivel mondial este asigurata de Taiwan
Semiconductor Manufacturing Company (cu simbol bursier TSMC, poate fi regdsita ca avand o capitalizare bursiera de approx.
1,565 trilioane USD [8]) care produce pentru NVIDIA (capitalizata cu 4,515 trilioane USD [8] in momentul redactarii acestui articol).
Acestia din urma produc GPUs (Grafic Processing Unit) — procesoare dedicate analizei complexe precum cele necesare modelelor
Al. Prin comparatie, un laptop obisnuit, foloseste CPU (Central Processing Unit) — un procesor capabil sa execute sarcini gasite astazi
ca fiind simple: operatii asociate operarii de catre utilizator a unui computer (calcul tabelar, navigare pe Internet etc.).
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cipurilor pentru Al. Unul dintre cele mai mari avantaje ale Nvidia este ecosistemul de dezvoltatori CUDA”
[12]. Pe partea cealaltd, Google a dezvoltat un nou pachet software numit TPU Command Center, conceput
pentru a face mai usor de gestionat compatibilitatea cu TPU-urile [13]. Tn cele din urma3, desi Google ar
putea avea nevoie de cativa ani pentru a castiga o cota semnificativa din piata de cipuri Al, Nvidia ia deja in
serios aceasta amenintare. Conform The Information, Nvidia urmareste indeaproape aceste negocieri si a
convins Anthropic si OpenAl sa faca angajamente mari pentru GPU-urile Nvidia [14].

ntr-o postare pe X, strategul-sef pe piete de capital al Futurum Group, Shay Boloor, scrie: Stiu ca primul
instinct este sa interpretam faptul ca Meta exploreaza utilizarea TPU-urilor Google ca inceputul erodarii
Nvidia, dar nu despre asta este vorba. Adevarata poveste este viteza curbei de incarcare a sistemelor de
inteligenta artificiald ale Meta, in conditiile in care ciclurile de antrenare Llama”, sistemele de intelegere a
videoclipurilor si zecile de miliarde de apeluri zilnice de inferenta lovesc toate acelasi plafon computational.

Meta este deja pe cale sa cheltuiasca aproximativ 100 de miliarde pe hardware Nvidia si totusi este in
continuare la limita capacitatii. Adaugarea TPU-urilor nu inlocuieste aceasta cheltuial3, ci se asaza pur si
simplu peste ea. Chiar daca Nvidia si-ar dubla productia, Meta tot ar ramane cu deficit de capacitate de
calcul [15].

intorcandu-ne la Misiunea Genesis, in ciuda tuturor constrangerilor de mai sus, calendarul impus de
presedintele SUA arata cat de urgent este acest efort. Asa cum am spus, DOE are doua luni la dispozitie
pentru a identifica cel putin 20 de provocari nationale in care Al ar putea accelera dramatic progresul. Mai
departe are trei luni pentru a lista fiecare supercalculator, sistem de stocare si retea de mare viteza care
poate sustine aceasta misiune. lar in nu mai mult de noua luni de la emiterea ordinului, administratia
presedintelui Trump vrea sa participe la o demonstratie realad ca aceasta platforma poate produce rezultate
pe care cercetarea traditionala nu le poate obtine. Miza este foarte mare (competitia globala, mai ales cea
cu China) ii face pe americani sa investeasca masiv in stiinta bazata pe Al. Washington-ul considera ca a
ramane Tn urma n aceasta cursa ar putea slabi pozitia de lider a Americii in industriile care modeleaza
puterea militara, forta economica si influenta tehnologica pe termen lung — practic, tot ceea ce face din
America superputerea de astazi [16].

Din acest motiv, ordinul prezidential stabileste, de asemenea, reguli stricte de securitate. Doar parteneri
aprobati, precum laboratoare nationale, universitati si companiile selectate, vor primi acces. Toti cei
implicati vor trebui sa respecte standarde uniforme de securitate cibernetica, clasificare, confidentialitate si
control al exporturilor. Guvernul doreste colaborare, dar sub o protectie stricta a datelor si modelelor
sensibile. Asadar, mesajul mai larg de la Washington este urmatorul: viitorul inovatiei va apartine celor care
pot combina infrastructura stiintifica cu sisteme avansate de Al, iar Misiunea Genesis este o incercare de a
comprima decenii de dezvoltare stiintifica in cativa ani si de a asigura un avantaj national pe termen lung.

ntr-un interviu recent oferit de llya Sutskever”® viogger-ului Dwarkesh Patel (25 nov. a.c. — la o zi dup3
emiterea ordinului Presedintelui Trump), llia a declarat ca din 2012 pana in 2020 am trait intr-o epoca a
cercetarii, iar din 2020 ne-am aflat in una a scalarii. A continuat spunand ca, daca domeniul [Al] ar avea de
100 de ori mai multa putere de calcul decat cea actuala, lucrurile nu ar fi neaparat complet diferite,
propunand in esenta cd de acum se va reintra in epoca cercetarii, doar ca vor fi folosite calculatoare mult
mai puternice [17]. Discursul lui nu a atins nicdieri proaspatul lansat ordin, dar imi vine foarte greu sa cred
ca a fost lasat deoparte de-a lungul discutiilor premergatoare emiterii acestuia... cu siguranta este unul
dintre personajele implicate in ceea ce urmeaza sa faca Statele Unite de acum incolo ih domeniul cercetarii
Al.

73 Compute Unified Device Architecture — o arhitectura computationald care permite programatorilor sa foloseasca putere de
procesare uriasa in paralel.

74 O familie de modele LLM lansata de Meta Al in februarie 2023 [19].

75 Am vorbit despre Ilia in unul din articolele precedente spunand cd este una dintre figurile cele mai enigmatice dar totodatad adanc
implicate Tn cercetarea fundamentald a AGl-ului [20].
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Ilya Sutskever - We're moving from the age of scaling to the age of research. Sursa YouTube @DwarkeshPatel

Este foarte mult de analizat aici si e cat se poate de clar ca nu toate obiectivele initiativei au fost facute
publice. Sunt convins ca exista multe detalii necunoscute... Urmeaza sa vedem cum evolueaza lucrurile in
urmatoarele luni. Cert este ca anul 2026 va fi unul dedicat marilor descoperiri stiintifice din zona Al-ului sau
cu ajutorul acestuia.
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